
 

Project Title: Breaking the Internet Barrier 

IDRC project number: 104519-006 and 014 

Research organizations involved in the study: 

Tsinghua University, China, and University of 

Waterloo, Canada 

Location of Study: Beijing China. Waterloo, Ont. 

By: Xiaoyan Zhu （Tsinghua University） 

Ming Li（University of Waterloo） 

Date： March 5, 2017 

 © 2017 Ming Li and Xiaoyan Zhu 

 Disseminated under creative commons attribution 

license (http://creativecommons.org/licenses/by/4.0/) 

 

 

Since in the first project we have established solid theories (for instance, conditional 

information distance, semantic distance, concept relatedness, etc.) and techniques 

(such as question analysis, answer extraction, answer summarization) on question 

answering, the major efforts in this project are paid to developing real-world 

applications empowered by our key algorithms and techniques. We have developed or 

participated in developing three applications: 

 A medical information management system which integrates clinical, healthcare, medical 

insurance, and hospital information at rural areas. The system has been distributed to clinical 

and health departments of Hainan Province, and is serving more than 6 million users. 

 A clinical information system that assists physicians to make better informed decision at Point 

of Care, and can deliver relevant and evidence-based medical information to their patients. 

 A chatting robot named Doudou that is known for its high ability of chatting with kids. 

Doudou is already sold on JD.com (equivalent to Amazon in China), and will be used in 

Chinese kindergardens. 

1.  Medical Information Management System 

Our question answering techniques are successfully applied to a medical information 



management system which is distributed over the clinical and health departments of 

Hainan Province. As shown in the figure, the system is a medical information 

management system which integrates clinical, healthcare, medical insurance, and 

hospital information at rural areas. Our question answering techniques empower the 

system with a natural language interface to query such various information from 

databases, documents, and so on. 

 

 

Overview of the Medical Information Management System in Hainan Province. 

 

The features of the system lies in several folds:  

1) It’s online available and easy to access through web service and Wechat service. 

2) It can be used by either professional doctors or ordinary patients. Moreover, it can be used 

by less-trained doctors for more accurate prescription. 

3) It offers accurate question answering results which is empowered by our question answering 

techniques. 

Since released in 2015, the system has been installed to more than 50 medical 

institutes at about 20 districts, and serves more than 6.54 million outpatients, 23900 

inpatients, and 23700 others. 

In addition, on top of the system, Hainan Province has established expert websites 

and Wechat interface to share and access clinical and medical information.  

The system has been operating for more than two years, and serving more than 6 

million users. 

 

2. Look4e: A Supporting System for Chinese Doctors 

We helped a company named Look4e to develop a clinical information system to 

assist physicians to make better informed decision at Point of Care. And through 

physicians, the system can deliver relevant and easy to understand evidence-based 

medical information to their patients. The system is mainly designed to solve the 

information overload problems that physicians are faced up with:  

1) Clinical knowledge is doubled every 18 months; Physicians need to read 19 

professional journal articles daily to keep up-dated; But physicians are just too 

busy to keep up with. 

2) Large number of out-patient limits the time to spend with patient; 



misleading/biased information creates more difficulties in communication with 

physicians. 

 

The system works as follows, as shown in the below figure: the system provides a 

professional version which will be used by doctors for prescription, and a patient 

version which will be used by patients for their access to clinical information. In both 

versions, the system is equipped with two functionalities: one is direct search in 

medical/clinical databases, while the other is a natural interface through which doctors 

or patients can type natural language questions and fetch back a direct answer. The 

natural language interface is powered by our techniques. This interface requires our 

question answering engine to parse clinical questions and find an accurate answer in 

either structured clinical database or unstructured medical publications. 

 
The work flow of Look4e. 

 

Look4e is commercialized and successfully applied to Chinese doctors and patients.  

By July of 2017, the system will be used in about 100 hospitals in China, and at the 

end of this year, it will be used in more than 500 hospitals. 

 

 

3. Chatting Robot: Doudou 

Other than the medical information system, we have also commercialized the chatting Robot 

Doudou. Doudou speaks Chinese, is already sold on JD.com (equivalent to Amazon in 

China). Doudou is known for its high ability of chatting with kids. This chatting robot serves 

several roles, as follows: 

1) It is a prototype for a future AI technology of being able to speak. Doudou is currently 

the platform that has the best ability of chatting with people. Many robots in China are 

using Doudou platform. Its goal is eventually serving in intelligent homes, smart cars, 

as well as automatic answering services. 

2) Doudou is equipped currently with a lot of children educational materials. In China’s 

rural areas, many schools have just one teacher, who teaches everything from Chinese 

to math. Doudou educational assistant aims to become a teaching assistant for these 

children. 

3) Doudou can accompany the elderly. 

4) Doudou’s next project is learning English, provide English learning kids a “native 

English environment”.  Such an approach is only made possible by chatting robots. 

 



The technology was licensed to RSVP Technologies Inc. This is our startup company. The 

technologies are not owned by RSVP Technologies. The company has attracted investment of 

a few million Canadian dollars. It has produced the Doudou robot in the Chinese market, 

partially using our technology (QA part). The Doudou robot is created for Chinese children, 

and in the future, it will help them to learn English. Doudou writes poems, talks to kids, and is 

now learning to write composition. Although the sales data is confidential information and 

hence cannot be shared, the Doudou robot has attracted attention from major companies like 

Huawei, XiaoMi, Haier, and HuiXiang (and China Mobile company that plans to use Doudou 

for 50,000 Chinese kindergardens). The attached photos show Doudou on Wall Street, and on 

Chinese CCTV (with Dr. Li). 

 

 

 

Trainees of the last 2 years 

List of Trainees 

 Trainees 

supervised by 

IDRC RC 

Trainees 

supervised 

by the 

CRC  

Trainees co-

supervised by 

IDRC RC & 

CRC 

Trainees 

supervised by 

other 

collaborators 

Undergraduate Juan Du, Mingdong 

Wang, Wentao Dai, 

Hao Zhou, Ye Zhang, 

Tianjian Jiang, 

Mingzhao Zhang, Han 

Xu 

   

Masters Yipeng JIANG, 

Yicheng LIU, Biao 

LIU, Xiaoji DING, 

Qingyang XIA 

Yahui Chen 

(from 

Tsinghua), 

Borui Ye 

(from 

Tsinghua), 

Kun Xiong 

(from 

Tsinghua) 

  

Doctoral LI ZHAO, Jun FENG, 

Han XIAO, Lei FANG, 

Shouzhong TU, Daoyi 

LI, Yequan WANG, 

Zheng ZHANG 

Guangyu 

Feng (from 

Tsinghua) 

  

Post-doctoral Bin LIU, Cheng LING，

Ting Wang 

Xiaopeng 

Yang, Anqi 

Cui (from 

Tsinghua), 

Nancy 

  



Zhang, Hieu 

Ngoc Tran. 

Other     

 

Cumulative list of research outputs in the during the 2nd period 

 

Type Total number of Research 

Outputs 

Journal Articles (published / accepted) 6 

Conference Papers 17 

Presentations (non-academic) 8 

Books  

Book Chapters  

Newspapers / other media  

Theses 10 

- MA / MSc 5 

- PhD 5 

 

All research outputs are included in the bibliography below.  
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Media coverage. 

 

The advertisement of Doudou posted on Wall Street 

 
 

Dr. Ming Li was interviewed by CCTV (China’s central TV) for 

Doudou robot, on January 27, 2017. 



  

 


