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Chapter 1 

Introduction 

" ... [L]iberalisation of trade and payments is crucial for industrialisation and 
economic development. While other policy changes also are necessary, changing 
trade policy is among the essential ingredients if there is to be hope for improved 
economic performance." 

- Anne O. Krueger (1997), "Trade Policy and Economic Development: 
How We Leam?" American Economic Review, vol.87, p.l . 

"...[T]he nature of the relationship between trade policy and economic growth remains 
very much an open question. The issue is far from having been settled on empirical 
grounds. We are in fact sceptical that there is a general unambiguous relationship 
between trade openness and growth waiting ta be discovered." 

- Francisco Rodriguez and Dani Rodrik (2000) "Trade Policy and 
Economic Growth: A Skeptic's Guide to Cross National Evidence", NBER 
Macroeconomics Annual 2000, p.264. 

1.1. From Inward-looking to Outward-oriented Trade Regime 

At the time of independence in 1971, Bangladesh inherited a very rigid import substituting 

industrialization strategy, which continued till the 1970s and early 1980s. The typical 

instruments of inward-looking development paradigm such as widespread quantitative 

restrictions on imports, high import tariffs, foreign exchange rationing, and overvalued exchange 

rate became characteristics of Bangladesh's trade and industrial policy environnent. The 

principal objectives of such policies were to (i) protect the infant industries of the newly 

independent country; (ii) lessen the balance of payments deficit; (iii) ensure efficient use of the 

available foreign exchange; (iv) protect the economy from international capital market and 

exchange rate shocks; (v) reduce fiscal imbalance; and (vi) achieve higher economic growth and 
'self-sufficiency' of the nation. It was believed that by replacing the imported goods with 

domestic production, import-substituting industrialisation strategy would ease the balance of 

1 



payments problem and, at the saure time, accomplish high economic growth promoting 

industrialisation and reducing unemployment. 

However, the anomalous and irrational tariff structure introduced under the inward-looking 

strategy along with other non-tariff barriers not only proved to be a major constraining factor for 

sustained growth of an efficient industrial structure but also generated a distorted incentive 

structure resulting in an "anti-export" bias and thereby undermining the potentials for export 

growth. Therefore, although macroeconomic concerns about the balance of payments and fiscal 

imbalance were important factors in making a choice in favour of the inward-looking 

development strategy, even after a decade of highly protected trade regime both the internai and 

external balance situations of the country continued to worsen. It was against the backdrop of 

serious macroeconomic imbalances of the early 1980s and the stagnating export performance 

that the policy of reforms for stabilization and structural adjustment was undertaken. The 

pressure from the World Bank and the IMF and the world-wide turn against the import 

substituting development policies also contributed to the consideration of a policy reversal in 

Bangladesh.' 

1.2. Nature and Extent of Trade Liberalisation 

Trade liberalisation policies pursued by Bangladesh have passed through three phases. The first 

phase (1982-86) was undertaken as Bangladesh came under the purview of the policy based 

lending of the World Bank; the second phase (1987-91) began with the initiation of the three- 

year IMF structural adjustment facility (SAF) in 1986; and finally, the third phase since 1992, 

was preceded by the IMF sponsored Enhanced Structural Adjustment Facility (ESAF). These 

reform measures led to a significant decline in quantitative restrictions, opening up of trade in 

many restricted items, rationalisation and diminution of import tariffs, and liberalisation of 

foreign exchange regime, which are summarised below. 

1 Many consider the World Bank and the IMF as the driving force in promoting the case for trade liberalisation and 
the resultant reform measures across the developing countries. Influences rendered by these institutions are believed 
to be transmitted through their lending programmes, policy dialogues and applied research on trade policy (Lateef, 
1995). In an attempt to evaluate the World Bank's rote in the recent surge in trade liberalisation across the global 
economies, Edwards (1997, p.47) observes: "...the Bank has contributed somewhat (but not a whole lot) to these 
policies." 
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1.2.1. Removal of Quantitative Restrictions (QRs) 

The liberalisation process toward removal of QRs began in 1985. Initially Bangladesh had a so- 

called "positive list" specifying the items that could be imported. This positive list was replaced 

by a "negative list" recording the commodities which cannot be imported freely. Since then the 

range of products subject to import ban or restriction has been reduced quite significantly. Table 

1 shows while in 1987-88 about 40 per cent of all import lines at HS-8 digit level was subject to 

QRs, by the mid 1990s this had corne down to a mere 2 per cent. 

Table 1.1: Removal of QRs at 8-digit HS Classification Level 
Year Number of Controlled Items Share of controlled items as per cent of 

(HS-8 level) total number ofHS-8 unes 
1987-88 2306 39.5 

1988-89 1907 32.7 
1989-90 1525 26.1 
1990-91 1257 21.5 
1991-92 1103 18.9 
1992-93 584 10.0 
1993-94 350 6.0 

1994-95 117 2.0 
Source: World Bank (1996) and Bakht (2000). 

Table 1.2: Removal of QRs at 4-digit HS Classification Level 

Restricted for trade reasons 
Restricted for 

non-trade 
Year Total Banned Restricted Mixed reasons 

1985-86 478 275 138 16 49 

1986-87 550 252 151 86 61 

1987-88 529 257 133 79 60 

1988-89 433 165 89 101 78 

1989-90 315 135 66 52 62 

1990-91 239 93 47 39 60 

1991-92 193 78 34 25 56 

1992-93 93 13 12 14 54 

1993-94 109 7 19 14 69 

1994-95 114 5 6 12 92 

1995-97 120 5 6 17 92 

1997-2002 124 5 6 17 96 

Source: Compiled from Bayes et al. (1995), Hussain, et al. (1997) and World Bank (1999). 

3 



Similarly, at the HS-4 digit level a total of 429 commodities were covered under import 

restrictions for trade reasons in 1985-86, which fell to only 28 by the end of the 1990s (Table 

1.2). Table 1.2 shows that currently there are only 5 commodities subject to import ban due to 

trade reasons as compared to 275 in 1986. 

1.2.2. Liberalisation and Rationalisation of Tariffs 

In addition to dismantling non-tariff restrictions, Bangladesh has lowered its import tariffs 

substantially. The policy of tariff reforms and rationalisation of tariff structures was initiated in 

the late 1980s and was further reinforced in the early 1990s with the beginning of the third phase 

of trade liberalisation programmes. As part of rationalisation of tariff structures, the highest tariff 

rate was brought down from as high as 350 per cent in 1992 to 50 per cent in 1996 and was 

further reduced to only 40 per cent in 1999. Taxation on imports in Bangladesh included a 

combination of custom duties, sales taxes, and development surcharges. In the 1990s, a 

supplementary excise duty which can be considered as trade-neutral consumption tax, was 

introduced to replace regulatory duties and surcharges on imports. Furthermore, a uniform 15 per 

cent value-added tax (VAT) on both imports and domestically produced goods replaced the 

import discriminatory multiple rate sales tax. This has increased government revenue and has 

contributed to a reduction in the protection enjoyed by the domestic import-substituting 

industries. The liberalisation and rationalisation of tariff structures have caused the mean 

nominal protection for all tradables in the domestic economy to fall from 89 per cent in 1989 to 

about 28 per cent in 1999. Similarly, the import weighted mean level of nominal protection for 

manufactures has declined by about 27 percentage points (Table 1.3). Currently Bangladesh's 

nominal import protection level ranks among the lowest in South Asia (World Bank, 1999). 

Table 1.3: Trends in Nominal Protection 
Pre-reform_(1990-91) Post-reform (1998-99) 

Unweighted 
- agriculture 90.5 26.0 
- manufactures 89.0 26.0 
- all tradables 88.6 28.2 

Import-Weighted 
- agriculture 20.9 10.1 
- manufactures 51.8 23.8 
- all tradables 71.9 20.3 

Source: Compiled from World Bank (1996 and 1999). 
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In fact, Bangladesh is the country that has experienced one of the most rapid reduction in tariffs 

over the reform period as measured by the ratio of post-reform average tariffs to pre-reform rates 

among a set of world economies that have undertaken trade liberalisation measures (World Bank, 

1999). This is illustrated in Figure 1.1, where the tariff rates in the pre- and post-reform periods 

are measured on the left vertical axis while the ratio of post-reform to pre-reform tariffs are 

scaled on the right vertical axis. It becomes obvious that only the Latin American countries have 

average post-reform tariff rates lower than Bangladesh. However, Bangladesh has witnessed the 

sharpest reduction in tariffs, as reflected in her lowest tariff ratio in Figure 1.1. 

Figure 1.1: A Comparison of Tariff Liberalisation 
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1.2.3. Liberalisation of the Exchange Rate Regime 

Reform of the exchange rate regime is central to any trade liberalisation policy. A country's 

exchange rate is usually overvalued under an import-substituting industrialisation strategy. This 

has a debilitating effect on exports and necessitates the imposition of QRs and high tariffs to 

maintain the overvalued rate and balance of payments equilibrium. Until the early 1980s, 

Bangladesh maintained an `overvalued' and fixed exchange rate system in order to facilitate the 

inward-looking development strategy. The Taka was pegged to the Pound Sterling and the 

exchange rates with other currencies were determined by the rates between the Pound and 

respective currencies in London. In 1980 the fixed exchange rate regime was replaced by a 

`managed' system of floating when the Taka was pegged to a basket of currencies of the 

country's major trade partners.2 The intervention currency was changed from the Pound to the 

US Dollar and the exchange rate with other currencies was determined on the basis of the US 

Dollar closing rates in New York vis-à-vis différent currencies. Since then regular nominal 

devaluations of the Taka in small amounts have been undertaken. Figure 1.2 shows that the 

nominal exchange rate in terras of Taka per US Dollar, measured on the left vertical axis, has 

increased steadily from 15 in 1980 to 57 in 2001. On the other hand, the rate of nominal 

devaluations, measured in the right vertical axis in Figure 1.2, for mort years have been less than 

20 per cent. This policy of slow but frequent adjustments of the nominal exchange rate is 

believed to have provided additional incentive to the exporters and exerted a downward pressure 

to the protection enjoyed by the domestic import competing industries. 

Bangladesh had also maintained a dual exchange rate system for quite some time by 

administering the Wage Earners' Scheme (WES) in order to attract remittances of the 

Bangladeshis working abroad. The WES, which came into operation in 1978, offered the 

overseas Bangladeshis a rate (in terras of the Taka value of the US Dollar) higher than the 

official exchange rate for sending their remittances through the official channel. Later in 1986, 

under the Export Performance Benefit (XPB) scheme, exporters of non-traditional items were 

given some opportunities to derive benefits from the dual exchange rate system. Exporters 

2 The partners' weights for the pegged system were based on the bilateral foreign exchange transactions with 

Bangladesh. 
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covered by XPB received certificates that indicated specific entitlement rates applicable to the 

commodities in question, i.e., the proportion of export earnings in foreign currency that could be 

converted into local currency by using the WES exchange rate.3 With the initiation of the third 

phase of trade liberalisation and policy reforms, the WES and XPB came to an end with the 

unification of the two exchange rates in 1992. 

Figure 1.2: Nominal Exchange Rate and Devaluations 
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Note: The rates of nominal devaluations are calculated using Bangladesh Bank data on the "end period official rate". 

In 1994, accepting the International Monetary Fund's Article VIII obligations, Bangladesh 

committed to allow convertibility of the Taka in the current account and thus indicating a 

comprehensive liberalisation of the foreign exchange control regime. The step was aimed at 

linking the economy with international financial market and thereby facilitating international 

3 The entitlement rate varied according to the domestic content (value added) of export items. Thus the total 
premium from a non-traditional export was determined by the entitlement rate, the différence between the official 
and WES rate and the value of exports (Stern et al., 1988). The system of XPB was the single most important export 
incentive available to exporters during the late 1980s. 
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trade. Other important measures that were also undertaken include, inter alia, withdrawal of 

prior approval from the central bank for sale of foreign currency by the commercial banks, 

allowing exporters to retain a portion of their earned foreign exchange, withdrawal of restrictions 

on the borrowing capacity of foreign firms from the domestic banks and on non-residents' 

portfolio investment, establishment of dealers' control over fixing the selling and buying rates 

which were previously fixed by the Bangladesh Bank (Bayes et al., 1995, and Hussain, et al., 

1997). 

1.2.4. Monetary and Fiscal Policy Changes 

During the 1970s, Bangladesh experienced a high annual average inflation rate of about 37 per 

cent. Increased cost of domestic goods for imported raw materials, rise in the salary bill of the 

government, growth of money supply to feed the construction and rehabilitation needs of the 

newly independent nation, rise in international oil price, and slow growth in production were the 

main reasons for the rapidly rising price level. On the fiscal side, government expenditures 

increased without analogous increases in tax or non-tax earnings. The resultant budget deficit 

was financed largely by money creation and by the availability of foreign aid (Ahmed, 2001). In 

spite of différent structural adjustment measures taken during the 1980s, fiscal and monetary 

policies continued to be expansionary. Public expenditure kept on rising without much attempts 

to increase revenue collection thereby making the country overwhelmingly dependent on foreign 

aid for financing the development programmes. Things, however, changed dramatically with the 

beginning of the 1990s. A significant improvement in budgetary resource mobilisation took 

place as both tax and total revenue registered a sharp increase resulting in the rise of the 

contribution of domestic resources in Annual Development Programme (ADP) expenditures. The 

introduction of the value added tax (VAT) along with a range of tax reforms contributed to this 

positive development.4 A coherent and rather disciplined monetary and fiscal policy also helped 

achieve and maintain a very low rate of inflation through out the 1990s. 

' The increased effort by the government to moblise resources from domestic sources can also be partly attributable 
to the reduced level of aid availability. In 1990 the official development assistance (ODA) to Bangladesh stood at 

more than US$2,100 million, which declined sharply to reach US$1,150 in 2000. While in the mid-1980s, foreign 
aid accounted for 40 per cent of gross domestic investment and about 30 per cent of imports, by the end of the 1990s 

both the comparable figures had corne down to about 15 per cent. 
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1.2.5. Export Incentives 

Another important element of trade policy reform has been the introduction of a set of generous 

support and promotional measures for exports. While import and exchange rate liberalisation 

were meant to correct the domestic incentive structure in the form of reduced protection for 

import-substituting sectors, export promotion schemes were undertaken to provide the exporters 

with an environment where the erstwhile bias against export-oriented investment could be 

reduced significantly. Important export incentive schemes available in Bangladesh include, 

amongst others, subsidised rate of interest on bank loans, duty free import of machinery and 

intermediate inputs, cash subsidy, and exemption from value-added and excise taxes. Table 1.4 

summarises some of the most important export incentive schemes. 

Table 1.4: Important Export-Incentive Schemes in Bangladesh 
Scheme Nature of Operation 
Export Performance This scheme was in operation from mid-1970s to 1992. It allowed the exporters of 
Benefit (XPB) non-traditional items to encash a certain proportion of their earnings (known as 

entitlements) ai the higher exchange rate of WES. In 1992 with the unification of the 
exchange rate system, the XPB scheme ceased. 

Bonded Warehouse Exporters of manufactured goods are able to import raw materials and inputs without 
payment of duties and taxes. The raw materials and inputs are kept in the bonded 
warehouse. On the submission of evidence of production for exports, required 
amount of inputs is released from the warehouse. 

Duty Drawback Exporters of manufactured products are given a refund of customs duties and sales 
taxes paid on the imported raw materials chat are used in the production of goods 
exported. Exporters can also obtain drawbacks on the value added tax on local inputs 
going into production. 

Duty Free Import of Import machinery without payment of any duties for production in the export sectors. 
Machinery 
Back to Back Letter of It allows the exporters to open L/Cs for the required import of raw materials against 
Credits (L/Cs) their ex port L/Cs in such sectors as RMG and leather goods. 
Cash Subsidy The scheme was introduced in 1986. This facility is available mainly to exporters of 

textiles and clothing who choose not to use bonded warehouse or duty drawback 
facilities. Currently, the cash subsidy is 25 per cent of free on board ex port value. 

Interest Rate Subsidy It allows the exporters to borrow from the banks at lower bands of interest rates of 8- 
10 per cent against 14-16 per cent of normal charge. 

Income Tax Rebate Exporters are given rebates on income tax. Recently this benefit has been increased. 
The advance income tax for the exporters has been reduced from 0.50 per cent of 
ex port receipts to 0.25 pet cent. 

Retention of Eamings in Exporters are now allowed to retain a portion of their export eamings in foreign 
Foreign Currency currency. The entitlement varies in accordance with the local value addition in 

exportable. The maximum limit is 40 per cent of total earnings although for low 
value added products such as RMG the current ceiling is only at 7.5 pet cent. 

Special Facilities for To promote exports, currently a number of EPZs are in operation. The export units 
Export Processing Zones located in EPZs enjoy various other incentives such as tax holiday for 10 years, duty 
(EPZs) free imports of s pare parts, exemption from value added taxes and other duties. 

Source: Bayes et al. (1995), Hussain et al. (1997) and Bakht (2000). 
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One basic objective of trade policy reforms has been to remove the anti-export bias in the 

domestic economy so that resources can be allocated between export and non-export sector in 

terras of their comparative advantage. One way of measuring the anti-export bias is to compute 

the effective exchange rate for exports (EERX) (i.e., nominal exchange rate adjusted for export 

incentives) and imports (EERM) (i.e., nominal exchange rate adjusted with protective trade 

interventions) and compare the two effective rates. World Bank (1999) finds that the ratio of 

EERM to EERX in Bangladesh has declined from 1.66 in 1992 to 1.26 in 1998, as shown in 

Figure 1.3. Therefore, Bangladesh has achieved some success in reducing the anti-export bias. 

Figure 1.3: Declining Anti-Export Bias 

70 , 

0 

1991-92 1992-93 1993-94 1994-95 1995-96 1996-97 1997-98 

EERM à EERX 

Note: EERM refers to the nominal exchange rate adjusted for protected import taxes such as customs duty, 
supplementary duty and import discriminatory VAT. EERX gives nominal exchange rate alter adjustment for the 
existing export promotion schemes such as, cash subsidy and interest rate subsidy. 
Source: The figure is based on World Bank (1999). 
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1.3. Objectives of the Present Study 

Although there is no denying the fact that trade and development strategies are intimately 

related, the issue of what policies are most appropriate for stimulating industrialisation and 

growth has generated a huge controversy. The collapse of the centrally planned economies 

together with the widely demonstrated malfunctioning of the import-substituting trade regimes 

tend to suggest that trade policy reform holds the key to economic success. Yet, in the academic 

and empirical literature the results of trade liberalisation are not settled at ail and have continued 

to be a subject of vigorous scrutiny. Notwithstanding the existence of the debate concerning the 

choice of trade policy and its impact on economic performance ever since the emergence of the 

development economics, the related controversy was catapulted into prominence with the 

publication of The East Asian Miracle by the World Bank (1991).5 Since then a large number of 

empirical research works have been carried out to evaluate the role of trade policy reforms in 

economic growth. 

How trade liberalization has influenced economic growth in Bangladesh has been a subject 

matter of great interest to researchers, academics and policy makers. This is definitely not an 

area lacking studies and analyses." However, most of the studies undertaken are descriptive in 

nature and very little has been done to test specific theories or propositions concerning the link 

between liberalisation and growth. Studies based on descriptive approaches do collect and 

analyse a large body of information about the nature of trade policy as well as the process of 

implementation of the reform measures, from which they seek to construct a plausible account of 

the extent to which trade reforms have been responsible for the observed changes in the variables 

or indicators of interest. However, the main disadvantage of this approach is its inability to test a 

theoretical model to validate the claims made empirically. Consequently, it is not possible to 

know whether the conjectures offered by descriptive studies are true in general or just 

coincidences or are specific to a particular sub-sample within a large sample. In contrast, the 

main attractive feature of the empirical approach is that it is possible to test statistically specific 

5 Critical appraisals of The East Asian Miracle study can be found in Amsden (1992), Kwon (1992), Lall (1992) and 
Perkins (1992). Besides, Rodrik (1995) strongly argues that `right' governmental interventions played the pivotai 
role in paving the way for some East Asian countries' success. 
b Two most important studies on the topic are Sobhan (ed) (1995) and World Bank (1999). 
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hypotheses about the nature of the relationship between liberalization and growth. Hence, the 

obtained results may be considered to be grounded in reality rather than in a theoretical 

construction. In other words, like the descriptive studies, empirical analysis is also intended to 

examine what actually happened. But while doing so the latter approach exploits theoretical 

frameworks explaining how controlling for other factors, trade policy affects the outcome. This 

theory is then estimated and tested using the data to assess the strength of the impact of trade- 

related policy variables independently of the effect of other economic variables.' 

Therefore, in order to examine the relationship between trade liberalisation and growth, an 

empirical approach has been followed in this study. Three différent but closely related issues 

have been chosen for empirical investigations, which are briefly mentioned below. 

First, we intend to analyse a general relationship between liberalisation and growth in the 

context of Bangladesh. It was discussed earlier that trade reform comprises liberalisation 

of quantitative restrictions, tariff barriers, and the exchange rate. The interaction of these 

factors as reflected in the `openness' of the economy in question is hypothesised to exert 

an influence on aggregate growth. In the traditional neoclassical model output growth is, 

however, attributable to factors of production, namely capital and labour, and the 

exogenous total factor productivity growth. On the other hand, the relatively recent 

developments in growth theory emphasise the rote of human capital as one of the most 

important factors and have also provided a convincing and rigorous conceptual 

framework for the analysis of the relationship between trade policies and economic 

growth (e.g., endogenous growth theory). Therefore, in order to isolate the effect of 

liberalisation it is essential to employ some kind of growth accounting framework to 

control for individual factors' contribution to output growth and given them to examine 

the impact of liberalisation. The first empirical investigation in the present study 

estimates a number of growth models for Bangladesh including three différent measures 

of liberalisation, as commonly used in the literature, to examine their statistical 

significance in various regressions. An attempt is also made to see whether the measures 

Note that non-availability of data is the most important problem associated with empirical approaches. Discussions 

on the weaknesses and strengths of alternative approaches may be found in McCulloch et al. (2001). 
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of trade liberalisation are significantly correlated with the total factor productivity 

derived from the estimated growth equations. 

The second issue that we explore is the link between export and growth. The performance 

of export trade often obscures the relationship between liberalisation and growth. Taking 

into consideration of a robust export performance, Bangladesh is usually shown to have 

benefited substantially from trade reform measures.8 This assertion is based on the 

`export-led growth' hypothesis, which implies that economic growth is directly linked to 

the success of the export sector and, more importantly, there is a causal effect of export 

performance on overall growth prospect of the economy. However, although the export 

sector has flourished alongside the liberalisation programmes, it is not clear whether the 

high trend growth rate of exports of the 1990s was a result of trade reforms or an 

outcome associated with the international trading environment. This is because the 

momentum in export trade has been overwhelmingly dominated by ready-made garments 

(RMG), the market of which in industrial countries is regulated under the Multi-fibre 

arrangements (MFA) quota, limiting competition and providing a `protected' market for 

many developing countries including Bangladesh. Besides, given the fact of very low 

domestic value added (or, weak backward linkage) of the country's principal export item, 

RMG's `engine' role of exports needs to be examined empirically. In this backdrop, the 

two main questions of empirical investigation are: (1) How are exports and economic 

growth related? and (2) Does liberalisation has any impact on exports and growth 

relationship? 

Finally, another issue that has become a subject of considerable controversy is the effect 

of exchange rate changes on economic growth. Exchange rate adjustments or nominal 

devaluations constitute one of the principal elements of trade policy reform and since the 

initiation of trade liberalisation programmes, Bangladesh has adopted a policy of frequent 

but usually small doses of devaluation at a time. Whenever the Taka is devalued, the need 

for enhancing exporters' competitiveness is stressed as one of the most important reasons 

8 In the 1990s, export performance has been quite robust with nominal exports in US dollars growing at 17 per cent 
per annum. 
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for justifying the action. It is also possible that by raising the domestic currency price of 

foreign exchange, devaluation increases the price of traded goods relative to non-traded 

ones inducing a reallocation of resources in favour of traded goods, which, in turn,. 

contributes to the expansion of the traded sector in general, and exports in particular. This 

leads export-led growth proponents to claim that such downward adjustments of the 

exchange rate is beneficial to economic growth. In contrast to these arguments, there are 

concerns that the indirect costs of devaluation can actually outweigh its benefits. 

Devaluations could restore external balance mainly by reducing demand for imports 

rather than by expanding the domestic traded sector and could also generate an 

inflationary pressure through increased prices of imports. In addition, if production of 

non-traded goods rely on imports, the effect of devaluation might be contractionary. In 

the third empirical research, we intend to examine whether the net effect of nominal 

exchange rate adjustments on aggregate output has been positive or negative. 

It is quite natural to expect that any study examining the impact of trade liberalisation will also 

deal with the issues related to poverty and inequality. The link between trade liberalisation and 

poverty and inequality is a complicated one and theoretical constructs are being developed only 

recently (Winters 2000). Besides, the basis of any empirical research is data availability and in 

Bangladesh there is not sufficient data to examine such an issue more rigorously under a suitable 

analytical framework. Therefore, rather than leaving such an important issue completely 

unaddressed, the present study describes the channels through which liberalisation could affect 

poverty and inequality, problems related to the empirical analysis of the issue, and some trends 

in poverty and inequality in Bangladesh based on secondary information. 

It is expected that the present study will be useful in providing a better understanding of the 

impact of trade liberalisation on economic growth in Bangladesh. Although the selected issues 

occupy a central position in the macro policy discourse in Bangladesh, discussions surrounding 

these are usually uninformed in nature mainly due to lack of empirical evidence. The applied 

approach to research undertaken in the present study is likely to serve the purpose of bridging the 

theoretical constructs, deemed necessary for policy evaluation, with empirical evidence and thus 

is expected to contribute to filling the existing research gap. 
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1.4. Organisation of the Study 

Alter the introduction in Chapter 1, three chapters which contain the empirical investigations are 

placed. Chapter 2 examines the relationship between trade liberalisation and economic growth; 

Chapter 3 investigates as to how exports and growth are related in Bangladesh and what impact 

trade liberalisation has on this relationship; and Chapter 4 provides an analysis of the effects of 

exchange rate changes on output. While a short descriptive note on trade liberalisation and 

poverty is provided in Chapter 5, some concluding observations are given in Chapter 6. 
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Chapter 2 

Trade Liberalisation and Growth 

2.1. Introduction 

It was mentioned in Chapter 1 that in the face of severe macroeconomic imbalances of the 1980s, 

the policy of reforms for stabilization and structural adjustment was introduced in Bangladesh. 

By any standard, these measures have substantially liberalised the country's trade and industrial 

regime and, at the saure time, outward-orientation of the economy has increased significantly.} It 

is also true that the 1990s, which is usually considered as the post reform period, has witnessed 

an average growth rate that is higher than the previous decade.2 While the superior growth 

performance could be a result of liberalisation, empirical verification of this would require more 

than a mere association of high growth rate with the post-liberalisation period. In this chapter, 

therefore, we intend to study the relationship between aggregate output and liberalisation using a 

theoretical framework so that controlling for other factors contributing to growth, the effect of 

liberalisation can be captured. The attempted exercise is useful as the relationship between 

liberalisation and growth is controversial both in terras of theoretical constructs and results 

derived from a large number of applied research works. It will also help evaluate the role of 

liberalisation in promoting economic growth in a least developed country like Bangladesh. 

The present chapter is organised as follows. Section 2.2 provides a brief review of both the 

theoretical and empirical literature; while Section 2.3 outlines the theoretical framework for the 

empirical exercise. Section 2.4 introduces the indicators of liberalisation and explains the 

sources of data on other variables that we use in our models. Section 2.5 elaborates the 

estimation strategy following which Section 2.6 provides estimation results. Finally, Section 2.6 

concludes the chapter. 

The extent of liberalisation in Bangladesh in terras of removal of quantitative restrictions, rationalisation and 
diminution of import tariffs and opening-up of the exchange rate regime has been discussed in Chapter 1. The 
outward-orientation, as measured by the ratio of trade to GDP, in the Bangladesh economy has increased from as 
low as 17 per cent of the mid-1980s to about 33 per cent by the end of the 1990s. See Mujeri (2001). 
2 The annual average growth rate of GDP for the 1980s is estimated to be 3.74 per cent as against 4.78 per cent for 
the 1990s (Bhattachariya, 2002). 
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2.2. Trade Liberalisation and Growth: A Brief Review of the Literature3 

2.2.1. Theoretical Arguments 

In theory, there are arguments both in favour of protectionist and free trade regimes. The 

principal reason for protection and thus inward-looking strategy is the infant industry argument 

(e.g., Bardhan, 1970) that underlines the need for protecting firms at the beginning of their 

lifetime. Traditional trade models (Dornbusch, 1977; Rodriguez, 1974) also considered the 

possibility of an optimal level of protection for a country that could influence the terras of trade. 

It has also been shown that protection can raise income when there is no full employment 

(Brecher, 1974 and 1992, as cited in Vamvakidis, 2002). Theories by the structuralists (Singer, 

1950, and Prebisch, 1950) provided justification for a protectionist policy by considering the 

division of world into a `centre', the developed countries, and a `periphery', the developing 

world, where trade acted as a source of impoverishment in the latter and as a source of 

enrichment in the former. According to these theories, trade brings growth for the industrialised 

countries with little or no gain at all for the developing countries. Some studies (e.g., Ocampo 

and Taylor, 1998) have also expressed their concerns on the ground that in return to the 'modest' 

benefit of liberalisation, a country may have to pay a higher price in ternis of slow productivity 

growth, worsening income distribution, and likely de-industrialization. Again, to some people 

although import liberalisation strategy is less attractive (Deraniyagala and Fine, 2001; Heilleiner 

1994), they opt for export expansion to generate positive influence on growth. Often, properly 

done `selective protection' is considered more efficient than complete trade liberalisation (Lall, 

1990; Redding, 1999). 

In contrast, the `gains from trade' theory is rooted in comparative advantage as seen in the 

Heckscher-Ohlin-Samuelson theory and in the theory of vent for surplus. As far as these theories 

are concerned, benefits from trade are rather static and not dynamic, i.e., there are no further 

implications for higher economic growth or higher investment in the process of trade. 

3 There is a huge literature on this subject and in this brief review, we lirait ourselves to only a few of them. For 

further reading, interested readers are referred to Barro and Sala-i-Martin (1995), Edwards (1998, 1992), Rodrik and 

Rodriguez (1999), Sachs and Warner (1995) and references therein. 
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While, the above static theories are well established text-book models, the failure of import- 

substitution regimes gave an impetus to the revival of a new orthodoxy of trade liberalisation in 

the late 1970s with trade seen as an `engine of growth' with emphasis on dynamic arguments 

associated with pro-trade policies. Thus, while Krueger (1974) identifies costs of administration 

and costs associated with `rent-seeking' activities affecting growth potentials, Bhagwati (1990) 

argues that a liberal trade strategy is beneficial to developing countries because it would bring 

efficiency in resource allocation, eliminate directly unproductive profit seeking and rent seeking 

activities, encourage foreign investment, and stimulate dynamic positive effects on the domestic 

economy. The proponents of trade as an engine of growth also recognises the benefits of a larger 

international market, which enable the industry to gain scale effects through large-scale 

production, to achieve higher export productivity as a result of international competitive 

pressures, and to exploit différent forms of externalities (Balassa, 1984; Bhagwati, 1990; Kruger, 

1998). In addition, better access to imports makes new inputs, new technologies and ideas, and 

new management techniques available to local producers (Esfahani, 1991; and Feenstra et al., 

1997). With emphasis on these positive effects of liberalisation, it has been argued that "trade 

liberalisation undertaken from a period of declining growth rates or even falling real GDP can 

normally lead to a period of growth above the rates previously realized" (Krueger, 1998; p. 

1521). 

The dynamic gains from trade is also one of the central features of the `new' growth theories, 

often known as the `endogenous' growth theories, pioneered by Romer (1986) and Lucas (1988). 

Endogenous growth theory has provided a convincing and rigorous conceptual framework for the 

analysis of the relationship between trade policies and economic growth. In the new growth 

models, it is possible to establish long-run relationships between trade orientation and economic 

growth in a number of ways. Import liberalisation is expected to promote technology transfer 

through the import of advanced capital goods. Growing export receipts and higher inflows of 

foreign capital enhance the import of technologically superior capital goods. In addition, open 

economies may be benefited from technological spillovers stimulated by trade, which again 

motivate growth. Coe and Helpman (1995) noted that a country's total factor productivity 

depended not only on domestic R&D capital but also on foreign R&D capital. They find that 

foreign R&D has beneficial effects on domestic productivity and these are stronger the more 
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open an economy is to foreign trade. Among others, Grossman and Helpman (1991) , Barro and 

Sala-i-Martin (1995), Romer (1992), and Edwards (1998) have argued that countries that are 

more open to the rest of the world have a greater capacity to absorb the technological 

advancement of the world. Also, the opening up of an economy is likely to speed up the rate of 

economic growth by leading to larger economies of scale in production due to the positive 

spillover effects emanating from technological developments in industrial countries. 

2.2.2. Empirical Evidence 

Numerous studies have examined the relationship between différent measures of openness and 

economic growth and we do not intend to cover all of them. Mostly, the studies examining the 

relationship between liberalisation and growth construct some measure of trade openness and 

then examine its statistical relation to growth across a large number of countries. In general, the 

findings of the relatively recent studies led to a growing confidence that openness was good for 

growth. Among these, most prominent ones include Dollar (1992), Edwards (1992), Sachs and 

Warner (1995), and Greenaway et al. (1998). Dollar (1992) constructs two separate indices based 

on real exchange rate (RER) distortion and RER variability to capture the degree of outward- 

orientation. He then regresses these two indices on per capita GDP growth for the period 1976- 

1985 for 95 developing countries to discover a statistically significant relationship between 

growth and outward orientation and thus concludes that outward-oriented developing economies 

grow more rapidly than the inward-oriented economies. On the other hand, Edwards (1992) 

constructs two basic trade policy indicators of openness (the way in which trade policy restricts 

imports) and intervention (the extent to which commercial policy distorts trade). Using a data-set 

for a cross-section of 30 developing countries, trade orientation indicators are found to have the 

expected signs and to register statistical significance.4 

In one of the most cited studies, Sachs and Warner (1995) use a dummy variable to designate the 

openness position, which takes the value zero if the economy was closed according to any of the 

° He also applies some other alternative indicators such as, average black market premium, coefficient of the 

variation in the black market premium, index of relative price distortion, average import tariff, average non-tariff 
barrier coverage, World Development Report (1983) index of trade distortion, index of effective rates of protection, 
and World Bank index (1987) on outward orientation and claims that the results support his original findings. 
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following criteria: (1) it had average tariff rates higher than 40 per cent, (2) its non-tariff barriers 

covered on average more than 40 per cent of imports, (3) it had a socialist economic system, (4) 

it had a state monopoly of major exports, and finally, (5) its black market premium exceeded 20 

per cent during either the decade of the 1970s or the decade of the 1980s. The economy was 

considered to be `open' if it did not have any of the above-mentioned Pive criteria. Cross-country 

regressions run by Sachs and Warner result in a high and robust coefficient for the `openness' 

dummy implying a high degree of impact of openness on economic growth.5 

The results of the panel analysis of liberalisation and growth using the 'before'/'after' dummy 

variable method by Greenaway et al. (1998) show that liberalisation and other reform 

programmes are associated with rapid improvement in the current account of the balance of 

payments and growth rate of real exports. But overall growth-enhancing effects of liberalisation 

are unlikely to be instantaneous as it is found that there is a negative (although not significant) 

effect on growth in the first year after liberalisation followed by a positive (but again not 

significant) impact in year two and larger and significant positive impact on year three ('J-curve' 

type effect). 

The apparently favourable effects of trade liberalisation as demonstrated in the aforementioned 

studies have recently been strongly and convincingly criticised by Rodriguez and Rodrik (1999) 

who found that Dollar's two indices of outward-orientation, Sachs and Warner dummies to 

capture openness, and Edwards' measures of openness and intervention indicators were 

inappropriate and misleading. Rodriguez and Rodrik also provide evidence that the measures of 

openness used in various studies provide anything but `robust' and consistent results and the 

econometrics used in the regression analyses is weak and flawed. This contention is also echoed 

in Harrison and Hanson (1999) who found that Sachs-Warner measure failed to establish a robust 

link between more open trade policies and long-run economic growth. 

Amongst the more recent studies, Frankel and Romer (1999) provide some strong evidence in 

favour of the relationship between trade and growth. They investigate whether the correlation 

S In Sachs and Warner (1995) experiments "open economies grow, on average, by 2.45 percent more than the closed 
economies, with a highly statistically significant effect" (p. 47). 
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between openness and growth is because openness causes growth, or because countries that grow 

faster tend to open up at the saure time. Controlling for the component of the openness due to 

such country characteristics as populations, land areas, and geographic distance that cannot be 

influenced by economic growth, they find that an increase of one percentage point in the 

openness ratio increases both the level of income and subsequent growth by around 0.5 per cent. 

But the authors acknowledge that the trade effect cannot be estimated with `great precision', and 

is significant only `marginally'. Due to the statistical indifférence between the estimates of 

geographic component of trade from the estimates based on overali trade, they conclude that "... 

although the results bolster the case for the benefits of trade, they do not provide decisive 

evidence for it" (Frankel and Romer, 1999; p. 395). 

The cross-country growth regression framework is often confronted with the problem of the 

`fragility' of the parameters (i.e., not being able to maintain correct sign and significance) with 

respect to the inclusion of a set of potential variables that might be useful in explaining the 

variation in the dependent variable but not included in the original regression. In such an attempt, 

Levine and Renelt (1992) use Leamer's `Extreme Bound Analysis' technique to test the 

sensitivity of results from cross-country growth models by adding a set of potential variables, 

which include trade-ratio, into the regression. The authors find an indirect positive impact on 

growth coming from international trade as they identify a robust positive correlation between 

growth and the share of investment in GDP and between the investment share and the ratio of 

trade to GDP. Therefore, trade is found to affect growth indirectly through investment. 

One important problem associated with the empirical analysis of the relationship between trade 

liberalisation and growth is the use of cross-country regression models. In these studies, it is 

implicitly assumed that institutional characteristics, technology, and socio-economic 

environment across countries remain constant. However, these factors are likely to vary 

tremendously from one country to another and appropriate indicators are rarely available to 

control for them. If these factors have any influence on growth, cross-country regression results 

might yield doubtful inférences. Also, cross-country econometric studies are vulnerable to 

parameter instability as the estimated parameters might be sensitive to the choice of countries 

included in the sample. As a matter of fact, the connection between trade policy and growth is 
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most likely to be case specific, which implies that country specific time series analysis would be 

a more suitable framework to study the relationship.6 

2.2.3. Studies on Bangladesh 

There are not many studies investigating the relationship between liberalisation and economic 

growth in Bangladesh. In fact, we could locate only two studies in this regard, viz., Ahmed 

(2001) and Siddiki (2002). The study by Ahmed (2001) looks at the effects of trade liberalisation 

on industrial growth (and not aggregate output growth) using a framework of endogenous growth 

model. Ahmed reports a positive relationship between an index of industrial production and 

some measures of liberalisation. On the other hand, Siddiki (2002) examines the joint effect of 

trade and financial liberalisation on the overall economic growth of Bangladesh with annual data 

for 1975-95. Financial liberalisation is proxied by the supply of broad money as percentage of 

GDP while trade liberalisation by the ratio of trade to GDP. Siddiki finds positive effects of both 

types of liberalisation. 

However, there are two important limitations associated with both the studies. First, although the 

long-run relationship between output and factors of production is specified on the level of the 

variables, i.e., the output is a function of the stocks of capital and labour, both Ahmed and 

Siddiki use investment-GDP ratio in their regressions. The investment-GDP ratio is a flow 

variable and being completely différent from the stock of capital cannot represent the latter. The 

second problem is related to the data used in the empirical estimation. The time series data on 

industrial production and output used respectively by Ahmed and Siddiki correspond to the old 

national income accounting system. Recently, the Bangladesh Bureau of Statistics (BBS) has 

revised the national income estimates by incorporating extensive methodological and data 

improvements (BBS, 2000 and 2001) and widening the coverage. This revision has resulted in an 

increase in Bangladesh's GDP (in current prices) by 26-43 per cent. Therefore, if the new 

national income estimate is to be a true reflection of Bangladesh's economy, the previous 

Such studies, however, are not numerous. Ghatak et al. (1995) is a study that concentrates on Turkey and examines the 
relationship between openness and economic growth. On the other hand, Greenaway and Sapsford (1994a) analyses the effect of 
liberalisation on the relationship between exports and economic growth for 14 individual developing countries. There are, 
however, numerous studies focussing on the relationship between exports and growth irrespective of liberalisation. 
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empirical research using the old estimates of GDP must have encountered the problem of 

measurement errors, which might have affected the reported results. 

2.3. Analytical Framework 

A simple way to evaluate the différence between the growth performance in the pre- and post- 

liberalisation periods is to compute the trend or average growth rates in the two periods and to 

test whether there is any significant différence between them. This test can be done with a simple 

regression: 

1nYt=ai+a2D+b,T+b2(DT)+u (2.1) 

where, In represents natural logarithm, Y is a measure of output, T is the time trend, D is the 

dummy variable with, say, 0 for pre- and 1 for post-liberalisation periods. 

So that, E(1nYI D = 0) = a, + b,T (2.2) 

E(1nYI D =1) = (a, + a,) + (b, + b, )T (2.3) 

Therefore, (2.2) and (2.3) are the growth equations respectively for pre- and post-liberalisation 

periods, with b, and (bi+b2) being the corresponding growth rates. The statistical significance of 

a2 and b2 in (2.1) implies that the post-liberalisation trend growth equation is différent from that 

of the previous period.7 

The simple dummy variable approach, as outlined above, captures only the differential rates of 

growth between the two periods. It does not say anything about the sources of growth i.e., 

whether the growth generated is due to factor accumulation only or due to total factor 

productivity (TFP) growth. More importantly, increased rate of growth in the post-liberalisation 

period can arise independent of reform or liberalisation measures and an equation like (2.1) 

cannot determine whether the superior growth performance is attributable to liberalisation. 

However, the statistical significance of b, alone in equation (2.3) should indicate a higher growth rate for the post 
liberalisation period. 
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Therefore, equation (2.1) merely implies whether the growth of output associated with the post- 

reform regime is significantly différent from that of the pre-reform period. One crucial problem 

in the implementation of equation (2.1) is that it requires specification of one particular point in 

time that separates the post-reform era from the pre-liberalisation period. In reality, there may 

not exist any such particular year marking such a drastic policy shift and thus the choice of such 

a break point depends on the subjective judgment of the researchers. 

It follows from the above that we need to use some kind of growth accounting or production 

function framework to control for the relevant factors contributing to output growth and then 

examine the effects of trade liberalisation. Central to the growth accounting framework is the 

decomposition of output growth into its various sources, which has long occupied a prominent 

place in the field of macroeconomics. The usual neoclassical model of Solow (1956) attributes 

growth to three différent factors, viz. physical capital accumulation, labour force growth, and 

total factor productivity (TFP) growth.8 The TFP growth is considered as the effect of exogenous 

technological progress, which can also be reflected in increasing productive efficiency. 

According to the model, the steady state growth solely depends on exogenous population growth 

and exogenous technical progress and these factors will converge to its steady state level due to 

the property of diminishing returns to capital.`' Using the Cobb-Douglas production function, the 

traditional neoclassical growth model can be specified as: 

Y, = A, K,a L, 
1-a 

(2.4) 

where, Y is a measure of real output, A is total factor productivity, K is the stock of capital, and 

L is total employment. Taking logs and totally differentiating both sides yields: 

, =â, +a k,+(3l, (2.5) 

Often, this model is called as Solow-Swan model to acknowledge the contribution made by Swan in analysing the 
rocess of economic growth and capital accumulation (Swan, 1956). 
Given that the marginal product of capital decreases as a country accumulates it, the neoclassical model predicts 

that poor countries should gradually converge toward richer countries. 
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where the lowercase variables with a `hat' correspond to the growth rate of uppercase variables. 

As it follows from equation (2.5), the growth rate of output is decomposed into the growth of 

TFP, and a weighted average of the growth rates of physical capital and labour. 

A slightly modified version of the Solow model, known as the augmented Solow model, extends 

the argument of the production function by including a human capital (H) variable into the model 

and is given in equation (2.6). The Solow-Swan and its augmented version have similar 

properties in the steady state and both assume constant returns to scale, as it appears from (2.4) 

and (2.6).1° 

Y, = A, K, H, L, (2.6) 

Of late, the above theoretical neoclassical models have been challenged by what has corne to be 

more popularly known as the endogenous growth theory (Lucas, 1988; Romer 1986; and 

Grossman and Helpman, 1991). In the new growth theory, the yole of such endogenous factors as 

human capital stock and R&D activities are regarded as the main drivers of economic growth 

(Aghion and Howitt, 1999). In contrast to the assumption of exogenous TFP growth of the 

traditional growth models, endogenous growth theorists argue that this composent of the growth 

itself can be the result of `Iearning-by-doing' occurring between physical and human capital. 

This leads to increasing returns to scale in production technology in endogenous growth models 

ensuing the possibility of obtaining sustained growth in the long-run." Therefore, the most 

distinctive différence between the neoclassical and endogenous growth theories is that while the 

former assumes constant retums to scale, the latter is based on increasing retums to scale. 

The endogenous growth model that has received most attention is due to Lucas (1988). In this 

model, human capital is the `engin' of growth. Production of output depends on the physical 

capital stock, the `effective work force' rather than the ordinary physical labour:12 

10 The steady state properties of the models can be found in Hwang (1998). 
It follows from the endogenous growth theory that income convergence arnong countries may sot occur. 

12 The illustration of the Lucas model is based on Hwang (1998). 

25 



Y, = A, K,' (u q, L, )'-a (2.7) 

where, A represents the level of technology, uq,L,, is a measure of effective labour force such that 

L is the number of workers, u stands for the fraction of working hours spent on production of 

goods, and q denotes average quality of workers. If h is to be the average human capital of the 

labour force, the production function in the competitive equilibrium will be as follows: 

Y = A, K,a (u h, L )'-a h y = A, K,a (u L, 
)'-n h' +r 

' 

The termh' in (2.8) is the externalities from the average human capital. 13 These externalities 

increase the degree of homogeneity of the production function to (2 + y - Ij> (2- b) > 1. In 

contrast to the exogenous productivity model of Solow and Swan, the basic argument in the Lucas 

model is that non-diminishing returns characterize the production of knowledge technology, which, 

in turn, ensures sustained growth by the accumulation of knowledge and skills. In fact, the possibility 

of sustained growth depends on whether the externality effect, y, is positive or not. 

While the theoretical Lucas model provides a useful framework for understanding how an economy 

can achieve sustained growth, the application of the model is very data demanding. Especially, the 

data on average quality of labour, effective labour force and the average human capital are 

notoriously difficult to obtain for most developing and least developed countries. In the empirical 

literature, this problem is usually overcome by emphasizing on the main différence associated with 

the returns to scale in production between the augmented Solow and Lucas models. As we have seen 

above, both models incorporate a term on human capital but the simple neoclassical models postulate 

a constant returns to scale in production while the endogenous growth theory hypothesizes increasing 

returns. Thus in estimating such an equation as (2.6), the finding of the sum of the parameters 

corresponding to L, K, and H greater than unity is regarded as a support for the endogenous growth 

theory (e.g., see Beddies, 1999; Ghatak, et al., 1995; Ghura, 1997; and Hwang, 1998). 

In order to verify the link between trade liberalisation and economic growth, the above models 

can be extended further to include some measure of trade liberalisation. This means, apart from 

13 The model assumes chat ail workers have the same skill level (h, = in equilibrium. 
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the factors already included in above growth models, trade liberalisation measure itseif could 

exert significant favourable influence on economic growth. Therefore, our empirical 

investigation will be based on the following equation: 

Y, = A, K,a H,a L,° I'" (2.9) 

where Y, K, H, and L are as defined above and r' is some measure of trade liberalisation. Taking 

logarithmic transformation and adding a stochastic error terras, the estimating equation from 

equation (2.9) can be written as: 

In Y, =yr +a in K, + j3 In H, +0 In L, +(p In F, +s, (2.10) 

In equation (2.10), In represents natural logarithmic transformation of the variables, 1nA is 

denoted by yr, and the stochastic error by E. A positive and significant coefficient on lnI' will 

support the hypothesis that trade liberalisation has a positive effect on overall economic growth 

performance controlling for other factors of production. The specification in (2.10) is comparable 

to a number of similar empirical studies (e.g., Ahmed, 2001; Dutta and Ahmed, 2001; 

Greenaway and Sapsford, 1994a; Hwang, 1998; Onafowora and Owoye, 1998; and Siddiki, 

2002). 

2.4. Measures of Trade Liberalisation and Data on Other variables 

2.4.1. Indicators of Trade Liberalisation 

The empirical specification in equation (2.10) will require some measure of trade liberalisation. 

Clarifying the precise meaning of liberalisation is, however, far from a trivial matter. There is a 

wide array of policy instruments that are used to restrict trade ranging from the traditional means 

of import licensing, tariffs, quantitative restrictions, foreign exchange rationing to the most 

recent apparatus involving the enforcement of technical standards, putting in force the rules of 

origin requirements, recourse to anti-dumping, and similar other measures. Given these multiple 

dimensions of trade restricting measures, it is difficult to obtain an indicator that can be 

considered as the best measure of openness and trade liberalisation (Andriamananjara and Nash, 
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1997). 14 In empirical research works, therefore, différent investigators have used différent 

measures - a summary of which, due to McCulloch, et al. (2002), is given in Table 2.1. 

Table 2.1: Measures of Trade Liberalisation 
Serial Measure Definition 

Number 
I Trade dependency ratio The ratio of exports and imports to GDP 
II Growth rate of exports The growth rate of exports over the specified period 
III Tariff averages A simple or trade-weighted average of tariff levels 
IV Collected tariff ratios The ratio of tariff revenues to imports 
V Coverage of Quantitative The percentage of goods covered by quantitative restrictions 

Restrictions 
VI Black market premium The black market premium for foreign exchange, a proxy for 

the overall degree of external sector distortions 
VII Heritage Foundation index An index of trade policy that classifies countries into five 

categories according to the level of tariffs and other 
(perceived) distortions 

VIII IMF index of trade A composite index of restrictions on a scale of 0 to 10 

restrictiveness 
IX Trade bias index The extent to which policy increases the ratio of importable 

goods' prices relative to exportable goods' prices compared 
to the saure ratio in world markets. 

X The World Bank's An index that classifies countries into four categories 
outward-orientation index depending on their perceived degree of openness 

XI Sachs and Warner index A composite index that uses several trade-related indicators: 
tariffs, quota coverage, black market premia, social 
organization and the existence of export marketing boards 

XII Leamer's openness index An index that estimates the différence between the actual 
trade flows and those that would be expected from a 
theoretical cross-country ade model 

Source: McCulloch, et al. (2002), p.14. 

It needs to be mentioned that many of the measures summarized in Table 2.1 are suitable only 

for the studies that use cross-section (i.e., cross-country) regression models. For example, the 

measures reported in serial numbers VII, VIII, X, XI, and XII have been prepared exclusively for 

making inter-country comparison. In the case of country specific studies, one needs to have the 

information at least on a particular liberalisation measure on a continuous time sertes basis and, 

in this respect, subject to the availability of the data for every year, only the dependency ratio, 

export growth rate, tariff averages, collected tariff ratio, coverage of quantitative restrictions, 

black market premium, and trade bias index (i.e., measures defined in I, II, III, IV, V, VI, and 

`4 Most often "openness" and "liberalisation" are used synonymously. This is because liberalisation measures are 
thought to make a country more open. 
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IX) might be suitable. Since liberalisation is meant to reduce the anti export bias by increasing 

the ratio of the prices of exportables relative those of importables, of all the measures trade bias 

index can potentially constitute the most powerful indicator of trade liberalisation. Such an 

indicator requires the data on effective exchange rates for exports and imports. For Bangladesh, 

however, there is no consistent estimate of anti-export bias for a sufficiently long period of time. 

Although World Bank (1999) constructs a series of the ratio of effective exchange rate for 

imports to exports for the 1990s (1992-98) and Rahman (1994) provides the estimates of the 

`trade policy bias' for 1974-89 using a similar definition, the methodologies employed in 

preparing these two sertes are différent and hence not comparable. 

While the data on black market premium for every year and sufficiently long time series of 

simple tariff averages are not available for Bangladesh, it can be argued that growth rate of 

exports and coverage of quantitative restrictions are very unlikely to be meaningful indicators.' 5 

This is because despite the on-going liberalisation measures, it is unrealistic to expect that 

growth rate of exports will increase continuously.16 Similarly, after a certain point import 

coverage under quantitative restrictions will be unable to reflect further liberalisation.17 

The above discussions leave us to use the trade dependency ratio as a measure of liberalisation. 

This simple measure is particularly useful as, with liberalisation, the rate of expansion of the 

15 However, even when data are available, black market premium and simple tariff averages as measures of trade 
liberalisation have deficiencies. While an excess demand for foreign currency can be reflected in black market 
premium, it has been argued that the demand for imports outside of official channels is only one source of excess 
demand for foreign exchange (Andriamananjara and Nash, 1997). Factors such as capital flight can result in a high 
premium especially when the capital account is not open, even in an economy with a relatively open current account 
with few barriers. In the case of simple tariff averages there are several problems, as noted in Milner and Morrissey 
(1997). First, often there exists a large number of scheduled tariffs but many of them are actually redundant. Second, 
secondary tariffs such as supplementary duty and development surcharge are excluded making simple averages 
unrealistic and misleading. Third, many imports will not attract the scheduled rate either because the importer is 

entitled to exemptions or the source country is in a preferential trading arrangement. 
la If anything meaningful, one can only examine whether the annual average growth of exports in the post-reform 
period is higher than that of the pre-reform time. 
17 Note that, at a certain point in time inter-country comparison on the basis of the proportion of imports under 
quantitative restrictions may be useful to evaluate the restrictiveness of trade policies across countries. However, the 

evolution of a country's trade policy or orientation cannot be gauged adequately by the use of the information on 
quantitative restrictions alone. Anderson and Neary, as mentioned in Andriamananjara and Nash (1997, p.5) "have 
recently developed a "trade restrictiveness index", which in principle incorporates the effects of both tariffs and 
NTBs [non-tariff barriers]. Because of this, it is arguably the most theoretically defensible of any single measure. 
However, in the absence of domestic price data, empirical application requires assumptions about the effects of 
NTBs, and the results are sensitive to what assumptions are made". 
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external sector is expected to be higher than that of the GDP.18 Figure 2.1 provides the trade- 

GDP ratio (OPEN1) for Bangladesh for the last two decades, which shows that while in the 

1980s the ratio had been about 20 per cent, since 1991 the trade-orientation had increased rapidly 

to reach 33 per cent in 2000. In fact, Figure 2.1 matches well with the general perception about 

the pace and extent of trade liberalisation in Bangladesh. 

In some empirical research, import penetration ratio, i.e., imports as percentage of GDP rather 

than the trade-orientation ratio has been used as an indicator of liberalisation. In the context of an 

individual country, this measure can be useful since liberalisation has a direct impact on the 

import of goods into the domestic economy. However, country experiences show that the extent 

and pace of liberalisation differs between commodities. While preferences are given to the 

imports of capital goods and raw materials, restrictions on consumers' goods are either 

stringently maintained or are relaxed only slowly. Therefore, import penetration of consumers' 

goods may also constitute a good proxy for real liberalisation. For Bangladesh, the data on 

imports of consumers' goods are available thereby enabling us to construct a second measure of 

trade liberalisation. Figure 2.2 gives the ratio of imports of consumers' goods to GDP (OPEN2) 

for Bangladesh. It is observed that in the early 1980s imports of consumers' goods accounted for 

as low as 2 per cent of GDP, which by the end of the 1990s had risen to 6 per cent. 

le One should be careful in using trade-GDP or export-GDP ratio to evaluate the relative openness of any cross section of 
countires. For example, trade typically occupies a much larger share of GDP for small countries than for large countries. Thus, 
mere size may make a small country open in practice, even though il may appiy numerous policy distortions to trading activities. 
To overcome this problem, many researchers first try to explain the cross-country export-propensity or trade-GDP ratio with 
country-specific characteristics such as population, population density, geographical location, etc. and then the différence 
between the actual and predicted value for each country is considered as the measure of relative openness. Gylfason (1999), 
therefore, prepares an index of relative openness on the basis of a simple cross-country relationship between export-propensity 
and population with the belief that large countries (in terms of population) will have a greater natural tendency to produce for the 
domestic market and hence is structurally less open than small economies. Leamer (1988) has gone further by constructing 
Heckscher-Ohlin-Vanek style factor endowment model to predict what would be a country's composition (not just volume) of 
trade without intervention, then using the average deviation of the actual from predicted values as a measure of openness or 
intervention (this is essentially the Leamer's openness index as shown in XII in Table 2.1 above). The problem with these 
approaches is that the resuits are only reliable to the extent that the models used to foret the counterfactual incorporate ail the 
relevant determinants of trade. Moreover, these measures only capture a country's deviation from the cross-country average level 
of trade restrictions. Thus, they can be thought of as relative, rather than absolute measures (Andriamananjara and Nash, 1997). 
The central message is chat while in the case of cross-country comparison, the simple measure of openness either on the basis of 
the export-GDP or trade-GDP ratio can be problematic, for an iridividual country such measures can be useful in capturing one 
important effects of trade policy reforms. 
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Figure 2.1: Trade to GDP Ratio as a Measure of Trade Liberalisation 
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Source: Authors' estimate from BBS data (BBS 2000, 2001). 

Figure 2.2: The Ratio of Imports of Consumera' Goods to GDP as a Measure of Trade Liberalisation 
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Source: Authors' estimates based on the data from BBS Annual Yearbook (various issues). 
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Figure 2.3: Implicit Nominal Tariff as a Measure of Trade Liberalisation 
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Source: Authors' estimate based on the data from NBR (2001). 

Finally, as a third measure of trade liberalisation, the implicit nominal tariff (INT) rate can be 

used. This is defined as the ratio of total customs revenue divided by total value of imports. The 

implicit tariff measure is quite straightforward, overcomes the problem of simple tariff averages 

as discussed above and is considered to be a `more reliable' measure of trade liberalisation 

(Mimer and Morrissey, 1997). It is expected that as the trade liberalisation programmes become 

intensified, INT will fall. 

Figure 2.3 provides the estimate of INT for Bangladesh. It appears that since 1992 there has been 

a significant reduction in INT. For most of the 1980s, the implicit tariff rate lay close to 16 per 

cent with some cyclical movements, but since 1992 it has fallen sharply. In 2000, the estimated 

INT stood at around 8 per cent, which is about half the corresponding rate of as late as in 1993. 

Hardly anyone could disagree that the INT measure as plotted in Figure 2.3 closely resemble the 

significant trade liberalising efforts of the 1990s. 
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2.4.2. Data on Other Variables 

Apart from the indicators of trade liberalisation, data requirements for the empirical exercise can 

be assessed from equation (2.10), according to which information on real GDP, capital stock, 

labour, human capital will be required. The time sertes on real GDP is taken from the revised 

national income estimates by the BBS (2000 and 2001). This is given in millions of local 

currency (Taka) and in 1995-96 constant prices. Under the revised accounting system, the BBS 

provides comparable data for 1980-2000. Therefore, our sample will be limited to only 21 

annual observations. The data on capital stock have been gathered from Rahman and Rahman 

(2002) and are given in 1995-96 prices.19 

In the literature, there is some controversy regarding what should be used for labour. While total 

employment can be considered as good measure of labour involved in the process of overall 

production, no such data exist for Bangladesh for every year throughout the sample period.2" The 

present study uses the data on labour force to proxy employment. Finally, the data on human 

capital are non-existent. Proxies such as enrolment ratio in primary and secondary educational 

institutions have been used by applied economists in empirical exercises (e.g., Ghatak et al., 

1997; and Riezman et al., 1996). However, for Bangladesh there is no continuous time series 

data on enrolment in primary and secondary education. Therefore, we decided to use the adult 

literacy rate as a measure of human capital. We believe, for a least developed country such as 

Bangladesh, the literacy rate would be able to capture the basic trend in human capital 

formation.21 The data on labour force and adult literacy rate corne from the World Development 

Indicators of the World Bank (2002). 
a 

19 It needs to be noted here that a large number of studies (e.g., Ahmed, 2001; Amirkhal-Khali and Dar, 1995; 
Ghatak et al., 1997; Islam, 1998; Ram, 1987; Riezman, et al., 1996; and Siddiki, 2002) erroneously make use of the 
investment-GDP ratio in the production fonction. A production function or output equation specified on the levels of 
the variables, as in equation (2.10), stipulates the relationship between output and capital stock and not between 
output and investment share in GDP. 
20 A large number of studies (e.g., Begum and Shamsuddin, 1998; Islam and Iftekharuzzaman, 1996; Medina-Smith, 
2001; Ram, 1987; Sharma and Dhakal, 1994; and Van den Berg and Schimidt, 1994) have used population, which is 

certainly not a good measure of employment. Therefore, this proxy is not used in the present study. 
21 Note that the use of enrolment ratio in various educational institutions might not truly represent human capital 
stock, as enrolment is more of a `flow' and not a `stock' concept. On the other hand, adult literacy is a stock 
variable. 
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2.5. Estimation Strategy 

2.5.1. Time Series Properties of the Variables 

Recent developments in econometrics put emphasis on the characteristics of the time series data. 

Central to this is the distinction between the stationary and non-stationary time series in contrast 

to the traditional practice of assuming all variables in the regression model are stationary. A time 

series is said to be stationary if its mean, variance and auto-covariance are independent of time. 

By now there is compelling evidence that many macroeconomic time series are non-stationary in 

nature and, as a consequence, the ordinary least squares (OLS) regressions using these data 

might produce not only inconsistent and inefficient estimates but also spurious results. In other 

words, one could obtain a highly significant correlation between variables although in reality 

there may not exist any such relationship.22 In order to avoid such problems of estimating non- 

sense relationship, the integrating properties of the variables should be examined carefully by 

testing for the existence of unit roots in variables under consideration. 

The two most popular tests for unit roots, which we intend to use for the present study, are the 

Dickey Fuller (DF) and Augmented Dickey Fuller (ADF) tests. The DF test is based on equation 

(2.11) where Y is the variable under consideration, A is the first différence operator, subscript t 

denotes time period, T is the time trend and e is the error terra. The null hypothesis for this test 

is that (yf -1) = 0 (i.e., Y, is non-stationary) against the alternative of ('y -1) < 0 (i.e., Y, is 

stationary). The `t' test on the estimated coefficient of Y,_, provides the DF test for the presence 

of a unit root. The ADF test, on the other hand, is a modification of the DF test and involves 

augmenting equation (2.11) by lagged values of the dependent variables.23 This is done to ensure 

that the error process in the estimating equation is residually uncorrelated.24 More precisely, the 

ADF version of the test is based on equation (2.12). As in the case of the DF test, the t-ratio on 

(y - 1) provides the ADF test statistic. 

22 One interesting example of spurious regression is due to Hendry (1980) who found a very strong positive 
relationship between the inflation rate and the accumulated annual rainfall for the United Kingdom. 
23 Note that the DF and ADF tests are usually carried out with and without the time trend terni (T) in the regression. 
If the variable is trended, the insertion of the terra is required. However, if the variable is not trended, DF-ADF 
regressions can be applied without it. 
24 In the case of the annual data, incorporation of the first lag of the dependent variable mort often overcomes the 
problem of residual correlation. Higher order of Tags would be necessary for quarterly and other high frequency data. 
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OY,=i+(y1-1)Y-,+xT+e, (2.11) 

AYY =T + (yr -1)Y,-, + xT +BMYr-, + e, (2.12) 

In both the equations (2.11) and (2.12) the estimated t-ratios on (p -1) are non-standard 

requiring the computed test statistics to be compared with the corresponding critical values to 

infer about the stationarity of the variables.25 The DF and ADF tests can, however, provide 

contrasting evidence and there appears to be a consensus in the literature that ADF test is 

preferable to DF. It is quite common to find that macroeconomic time series data are non- 

stationary on their levels but stationary on their first or higher order différences. Following Engle 

and Granger (1987), a time series is said to be integrated of order d [usually denoted as -I(d)] 

where dis the number of times the sertes needs to be différenced in order to become stationary. 

It needs to be mentioned that in small sample the testing procedure for unit roots might be very 

complicated. Not only that the results emanating from différent unit root test regressions can be 

inconclusive but also the critical values for such tests may prove to be very demanding. Apart 

from these, it is well known that the low power of the DF and ADF tests is an unavoidable fact 

as Harris (1995) points out that the most important problem faced when applying the unit root 

test is their probable poor size and power properties.26 This is often reflected in the tendency to 

over-reject the null when it is true and underreject the nul] when it is false. In a small sample, the 

problem is likely to be even worse. Thus, in the case of small sample, Hall (1986) suggests the 

inspection of the autocorrelation function and correlogram as an important tool in determining 

whether the variables are stationary or not. The autocorrelation function for any variable at any 

lag k is defined by the ratio of covariance at lag k divided by the variance.27 When the estimated 

autocorrlation coefficients at différent lags are plotted against k, population correlogram is 

obtained.28 For non-stationary variables, correlograms die down slowly giving rise to either a 

25 These critical values were first computed by Dickey and Fuller (1981). If the computed test statistics exceed the 
critical values, the null hypotheses underlying the DF-ADF tests are rejected. Computed t-ratios and the 
corresponding critical values are compared on their absolute levels. 
26 Engle and Granger (1987) also highlighted the low power of the DF and ADF tests. 
27 The autocorrelation coefficient like any ordinary correlation coefficient lies between -1 and +1. 
28 Note that in practice we only have a realisation of a stochastic process and therefore can only compute sample 

autocorrelation function, which is defined as: y (y, - r)(y, - r 

) 
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secular declining or a constant trend in the graph of autocorrelation coefficients, while in the case 

of stationary variables they damp down almost instantly and then show random movement. For 

the present study, therefore, we shall employ the DF-ADF tests, autocorrelation coefficients and 

correlograms to determine the integrating properties of the variables. 

2.5.2. Cointegration and Error Correction Modelling 

2.5.2.1. The Engle Granger Procedure 

Once it is determined that the variables in the model are non-stationary, the only way to infer 

about the long-run relationship is to employ some kind of cointegration technique. There are 

several cointegration methodologies in the literature - the simplest one being the Engle-Granger 

two step procedure. The basic idea behind the Engle-Granger technique is that if two variables 

say Y, and X, are both -I(d), a linear combination of these two variables such that V, = X, - OY,, in 

general, will also be -I(d). Engle and Granger, however, showed that in an exceptional case if 

the constant 0 yields an outcome where V, - I(cl-a) and a>O, then X, and Y, will be cointegrated. 

Usually, the linear combination represented by the residuals from the OLS regression is tested 

for stationarity. Thus, if Y, and X, are both - 1(1), they will be cointegrated and have a valid long- 

run relationship if residuals from the OLS regression of X, on Y, is - 1(0). This is what is known 

as the first step of Engle-Granger procedure. 

One important contribution of Engle and Granger (1987) was to find that if variables were 

cointegrated, there would have existed an error-correction model (ECM) of that cointegrating 

relationship. The ECM will then capture the short-run dynamics of the long-run behaviour, 

which is known as the second step of Engle-Granger procedure. The ECM is constructed by 

regressing the dependent variable in stationary form, onto its own lagged values and the current 

and lagged values of the stationary forms of the dependent variables, and the lagged error terra 

from the cointegrating relationship. If we assume that both Y, and X, are - 1(1) such that DY, and 

AX, are -1(0), the ECM can be represented as: 

m n 

DY =7t0 +17t,1AX, +11t,;DY +n,û,-, +E, 
i=O i=1 

(2.13) 
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Equation (2.13) gives a very general representation of the ECM. Since all variables in (2.13) are 

1(0), the problem of spurious regression is overcome. It is worth noting that the ECM is not a 

mere regression of the stationary variable rather it includes 13,-,, the deviation from the steady- 

state long-run path, which basically contains the long-run information. Thus the ECM captures 

the short-run relationship taking into consideration the long-run information. A valid 

representation of the ECM will require 0 > 7Z3 ? -1. The usual practice with the error correction 

modeling is to follow the "general to specific" methodology by constructing a general model in 

the beginning and subsequently reduce it to a parsimonious form after dropping all the 

insignificant variables step-by-step. 

2.5.2.2. The Phillips-Hansen Fully Nlodified OLS 

In estimating the equations as specified in Section 4, we can employ the Engle-Granger 

cointegration procedure to test for a valid long-run relationship. However, although this 

procedure can test for cointegration, it yields standard errors that do not provide the basis for 

valid inférences. In equations with more than two explanatory variables, this can be problematic 

in the sense that even if the variables are found to be cointegrated we cannot be certain whether 

any particular explanatory variable is significant or not.29 We propose to handle the problem by 

using the Phillips-Hansen Fully Modified OLS (PHFMOLS) technique (Phillips and Hansen, 

1990). The Phillips-Hansen method is an optimal single-equation technique, which is 

asymptotically equivalent to maximum likelihood procedure. It makes a semi-parametric 

correction to the OLS estimator to eliminate dependency of the nuisance parameters and 

provides standard errors that follow standard normal distribution asymptotically and thus are 

valid for drawing inférences. Due to this particular advantage, the use of PHFMOLS has become 

29 
That is, for example, in a three variable, say Y, X and Z, regression model cointegration does not necessarily 

suggest statistically significant influence of both the explanatory variables, X and Z. It might be that only X is 

significant but not Z and vice-versa. Since the computed standard errors in the first step of the Engle-Granger 
procedure is not valid, correct statistical inférence from the estimated model is not possible. 
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quite popular in international trade and macroeconomic modeling.30 The PHFMOLS procedure 

can be described by the following.31 

Consider the data generating mechanism for Y, following the cointegration system: 

Y,, +a.,+ 13'Y2r+u,, =XR,+u,, 

DYzt = U,, 

u, 
u, _ =1V(L)e,, 

PP, 

Lu, 

(2.14) 

(2.15) 

(2.16) 

where, Y,, and Y,, are scalar and mxt vector of I(1) stochastic processes, ).'= (a +(x, + (3') and 

R, = (YI1, Ya,). We define: 

S2=IV(1)P, E=QQ'= (2.17) 

1 is the long-run covariance matrix of u,. As mentioned earlier, the PHFMOLS estimator is an 

optimal single equation method based on the use of OLS on equation (2.14) with semi- 

parametric corrections for serial correlation and potential endogeneity of the right band side 

variables. 

Consider the OLS estimator of the cointegrating equation (2.14) by ? = (R,R,)-'R,Y,, , where R, 

and Yi, are respectively Tx(m+2) and Txl matrices of observations on R, and YI1. Due to serial 

correlation in u1, and endogeneity of YI, ? , in general, is consistent but biased. The FM 

procedure modifies the OLS estiamtor? to correct for serial correlation and endogeneity bias. 

The FM estimator is given by: 

3' Amongst others, Athukorala and Riedel (1995) and (1996), Muscatelli, et al. (1994, 1995), Senhadji (1998) and 
Senhadji and Montenegro (1998) have used the Phillips-Hansen procedure to modeling trade for various countries, 
while Mallick (1999) has applied the procedure to macroeconometric modelling for India. 
3' This is based on the illustrations in Senhadji (1998). 
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Where q is the bandwidth parameter in the Bartlett window used in the estimation of the long-run 

covariance matrix. The différence between the OLS and FM estimators is highlighted in the last 

vector of (2.18) where YI, is replaced by r+ (which corrects for the potential endogeneity of Y,,) 

and the factor TV,' (which corrects for the potential autocorrelation of the error term). The FM 

estimator ? has the same asymptotic behaviour as the full information system maximum 

likelihood estimators. 

2.5.2.3. Existence of a Long-run Relationship 

2.5.2.3.1. Testing for Cointegration 

From the above, our estimation strategy can be summarized as follows. First, the time sertes 

properties of the variables will be analysed and, in the case of equations containing non- 

stationary variables, PHFMOLS method will be used which would provide standard errors for 

valid inférences. The estimation by PHFMOLS itself does not guarantee cointegration needing 

one to check for residual stationarity. In the literature, the standard practice of testing for 

cointegration has been the use of ADF test, which is given in equation (2.23). Note that in 



contrast to the regular ADF regressions, the test for residual does not include any intercept 

term.32 

Ove = pv,_, +KOV,_, +t (2.23) 

The null hypothesis for the test is that p=1 (non-cointegration) against the alternative of p<l 

(cointegration). Like the regular ADF test statistics the estimated standard errors in (2.23) are 

non-standard and hence they will have to be compared with the appropriate critical values as 

estimated by Engle and Granger (1987) and Mackinnon (1991). 33 

Despite its widespread use, the low power of the ADF test is considered to be a serious 

shortcoming for cointegration test. Engle and Granger showed that when p=0.9 the ADF test for 

cointegration has about 28 per cent chance of not rejecting the null of no cointegration even 

when it is false.34 In small sample, testing for cointegration is more troublesome as, apart from 

the low power, critical values for such tests become more demanding. One effective way of 

tackling this problem is to follow Hall (1986) and examine the autocorrelation coefficients and 

the resultant correlograms of the estimated error term from the static long-ntn equations. 

2.5.2.4. Reason for Employing the Single Equation Estimation Technique 

A problem with the Engle-Granger and PHFMOLS is that they ignore the possibility of multiple 

cointegrating vectors. This problem can be tackled by Johansen's (1988) Full Information 

Maximum Likelihood (FIML) procedure. However, there are two important problems associated 

with this approach. First of all, the results from the Johansen procedure can be very sensitive to 

the choice of lag-length (Hall, 1991; Banerjee et al. 1993). Although there are statistical tests for 

choosing the appropriate lag-lengths, in a small sample such tests may not be feasible. Moreover, 

severe problem of collinearity among the regressors may also arise when a considerable size of 

32 This is because by definition the mean of the residual should be zero. 
33 Many econometric software routinely computes such critical values. 
34 Razzaque and Ahmed (2000) provide a detailed explanation with the help of a specific case when the ADF test on 
the residuals falls is thought to have fallen into the trap of its low power. 
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VAR is used (Athukorala and Riedel, 1996). Since in the present study we will be dealing with a 

small sample size (annual observations for 20 years), the Johansen procedure may not be an 

appropriate one. Therefore, we will have to rely on single equation procedures, such as those of 

Engie-Granger and PHFMOLS. 

2.6. Estimation Results 

2.6.1. Examining the Time Series Properties of the Variables 

The estimation begins with the testing of variables for unit roots to determine whether they can 

be considered as a stationary or non-stationary process. Table 2.2 provides the results of DF- 

ADF tests on level and first différence of variables with and without the trend terra, while Figure 

2.4 presents the graphical plots and correlograms of all the variables. It is quite common to find 

that test results are inconclusive and, in such a case, graphical plots and correlograms might 

prove helpful in deciding about the integrating order of the relevant time series. 

First, considering the aggregate output (1nY), it is found from Table 2.2 that while all DF and 

ADF tests on 1nY cannot reject the null hypothesis of non-stationarity, such tests on O1nY are 

inconclusive as DF tests reject the null hypothesis but ADF test cannot. In light of the fact that 

the ADF test is usually considered to be preferable to DF, without further testing one cannot be 

certain about the order of integration of InY. The correlograms of 1nY, as given in Figure 2.4, do 

not show any tendency of damping down while those on AlnY tail off on the first lag just like 

any stationary variable. While for lnY the estimated autocorrelation coefficients were found to be 

individually statistically significant upto the second order of lag, no such coefficients were 

significant for AlnY.35 If a sertes is stationary, sample autocorrelation coefficients are 

approximately normally distributed with zero mean and standard error 1/ n , where n is the 

sample size. Since we have a sample of 20 observations, it will imply a standard error of 0.2236. 

Now, following the properties of the standard normal distribution, the 95 per cent confidence 

interval for any of the sample autocorrelation coefficient will be ± 1.96(0.2236) _ ± 0.4382. If all 

autocorrelation coefficients fall inside this interval, we cannot reject the null hypothesis that the 

S5 Since we have a sample of 20 observations, the examination of autocorrelations coefficients upto the 5h lag order 
should be sufficient. 
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true autocorrelation coefficient is zero. It was found that up to the 4th lag order the null 

hypothesis could be rejected for 1nY but not for AInY (Figure 2.5). Besides, one can test the joint 

hypothesis that ail the autocorrelation coefficients are simultaneously equal to zero by employing 

the Box-Pierce and Ljung-Box statistics.36 Both these statistics also provide the evidence that the 

joint hypothesis of all autocorrelation coefficients are simultaneously equal to zero could be 

rejected on the level of the variable, 1nY, but not on its first différence, AlnY.37 Thus, probably it 

would not be inappropriate to conclude that 1nNY is _I(O).3$ 

Table 2.2: Results of the DF-ADF Unit Root Tests 
Without Trend With Trend 

Variables DF ADF DF ADF 
LnY 2.76 2.82 -0.67 -0.36 
AlnY -3.87 -2.46 -4.82 -3.63 
LnK 15.21 1.58 1.56 0.23 

A1nK -0.92 -1.21 -1.65 -2.41 

LnL 3.84 1.65 -0.79 -1.30 
AInL -1.80 -1.88 -2.48 -2.99 
LnH -0.48 -0.54 -2.96 -3.44 
AInH -4.71 -4.40 -4.55 -4.26 
InOPENI 0.33 0.33 -1.52 -1.40 
A1nOPEN 1 -3.99 -2.37 -4.84 -3.19 
InOPEN2 -2.06 -1.30 -5.10 -4.52 
A1nOPEN2 -6.54 -6.67 -6.37 -6.47 
InINT 0.52 0.051 -0.29 -0.60 
A1nINT -2.56 -2.44 -3.60 -3.80 
Note: The 95 per cent critical value for DF and ADF test statistics without the trend term is -3.02. The comparable 

statistic for DF-ADF regressions with the trend term is -3.67. The null hypothesis is that the variable under the test 
is non-stationary against stationary. An absolute value of the test statistic greater than the corresponding critical 
value would imply rejection of the null. 

The two factors of production variables namely capital (InK) and labour (1nL) appear to be 

extremely difficult in deciding about their order of integration. For both variables, none of the 

ADF test statistics can reject the non-stationary hypothesis, which means the variables are 

stationary neither on their levels nor on their first différences. The correlograms of lnK and InL 

36 The Box-Pierce Statistic (known as Q statistic) is given by Q = n p k- , where n is the sample size, m is the 
k=1 

lag length and b is the sample autocorrelation coefficient. On the other band, the Ljung-Box statistic (LB) is 

derived as: LB = n (n + 2) P 
k 

k=i n - k 

37 Such a conclusion remains valid irrespective of the order of lag chosen. 
38 Note that à In Y is the growth of real GDP and it does not make sense to consider that the growth rate of GDP can 
be non-stationary over a long period of time. 
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show the nature of movement associated with non-stationary variable but those of A1nK and 

M1nL do not depict pattern like stationary variables. We also experimented with the second order 

différence of InK and 1nL but the results of unit roots and correlograms remain almost 

unchanged. Therefore, the integrating order of these two variables cannot be determined. 

Figure 2.4: Plot of Variables and Correlograms 
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Figure 2.5: Sample ACFs and Error-bars 
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We have unambiguous evidence to suggest that lnH is non-stationary on its level but stationary 

on its first différences. All DF-ADF tests cannot reject the unit-root hypothesis for lnH, while the 

same tests for d1nH can. These results are also supported by Figure 2.4, as the correlograms on 

OInH exhibit clear pattern of a stationary variable. Finally, the results of the unit root tests on the 

three measures of liberalisation are also inconclusive. The DF-ADF test statistics suggest the 

non-stationarity of 1nOPEN1 but no ADF test can reject the unit root for its first différence, 

A1nOPENI. However, the correlograms of A1nOPENI behave just like a stationary variable and 

all sample ACFs were found to lie with the 95 per cent error bands. Based on these evidence, 

InOPEN can be considered as an -1(1) variable. 

For InOPEN2 the problem is that the ADF test with the trend suggests its stationarity on the 

level, which is contradicted by the same test without the trend. The graphical plot of 1nOPEN2 is 

strongly trended justifying the inclusion of a trend in the ADF regression. However, the 

correlograms of the variable strongly depict a pattern associated with a non-stationary variable. 

On the other hand, the correlograms of AInOPEN2 clearly indicate its non-stationarity - a fact 

supported by all DF and ADF tests. Therefore, it would be more appropriate to conclude 

InOPEN1-I(1). Finally, taking into account of the correlograms and sample autocorrelation 
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coefficients, it was decided to treat 1nINT as a variable, which contains a unit root on its level but 

not on its first difference.39 

2.6.2. Estimation of the Models 

We first report the estimation results of the traditional neoclassical and the augmented Solow 

models without the measures of trade liberalisation. Since the models involve more than two 

time series and unit root tests indicated the non-stationarity of the level variables, in order make 

valid inférences estimation is carried out by the Phillips-Hansen Fully Modified OLS method.4o 

The first row in Table 2.3 provides the estimated simple neoclassical model, where output is 

specified as a fonction of capital stock and labour only. It is found that both the capital stock and 

labour are found to be statistically significant, as predicted by the theoretical model. The capital 

stock elasticity is estimated to be 0.21 and labour elasticity 1.15 thus suggesting increasing 

returns to scale in production. The restriction on the estimated model that the sum of the two 

coefficients on 1nK and 1nL was actually 1 returned a wald statistic of 20.73 as against its critical 

value of 3.84 thereby rejecting the restriction.`' This implies that the fundamental assumption of 

constant returns to scale of the neo-classical model is not valid for Bangladesh. 

Table 2.3: PHFMOLS Estimates of Growth Models 
1. InY = 6.35 + 0.21 lnK + 1.15 1nL 

(s.e.) (0.60) (0.08) (0.17) 
t-ratio 10.54 2.51 6.93 

ADF test statistic for residual (R1) stationarity: -3.87"" 
2. InY = 5.92 + 0.25 InK + 0.96"'" nL + 0.19 1nH 

(s.e.) (0.74) (0.09) (0.27) (0.22) 
t-ratio 7.95 2.75 3.62 0.88 

ADF test statistic for residual (RI) stationarity: -3.54 
3. InY = 

3.35""" 

+ 
0.53""" 

lnK + 
0.83""" 

lnH 
(s.e.) (0.25) (0.05) (0.16) 
t-ratio 13.47 9.29 4.97 

ADF test statistic for residual (R1) stationarity: -3.35 
Note: and are for statistical significance at the five and ten per cent level respectively. 

39 All sample ACFs for O1nINT fell within the 95 per cent error bands. 
40 In the case of an equation with just two variables estimation of the equation with the simple OLS technique and 
testing for the stationarity of residuals may be enough to verify the long-run relationship. However, when there are 
more than one explanatory variables it is important to determine whether the right hand side variables are 
individually statistically significant. 
4' The Wald test statistic is chi-square distributed with the degrees of freedom being equal to the number of 
restriction, which in the present case is 1. 

45 



It is important to recall that unit root tests could not determine the order of integration of lnK and 

1nL but only suggested their non-stationarity. Since InY is considered as an -1(1) variable, a 

valid cointegrating relationship in a regression of 1nY on 1nK and 1nL can be firmly established if 

the residuals from the estimated relationship appears to be stationary. In order to check for 

cointegration among the variables, the residuals from the estimated relationship (RI) was tested 

for stationarity. For this, the ADF test statistic was computed at -3.87 against its 95 per cent 

critical value of -3.74. Since the test statistic is higher (absolutely) than the critical value, the 

null hypothesis of non-cointegration can be rejected. Figure 2.6 plots the estimated cointegrating 

relationship along with its sample ACFs. It is found that all sample ACFs upto the 6`h lag length 

fall within the critical bounds supporting the ADF test result of cointegration. 

Figure 2.6: Estiamted Long-run Relationship: RI and its Sample ACFs 
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The finding of cointegrating would imply the existence of a short-run dynamic equation, which 

is estimated according to the error-correction modeling procedure and is reported in the first row 

of Table 2.4.42 Having followed the `general-to-specific' approach to model selection, the first 

Tags of the first differenced variables along with the lagged dependent variable were also inserted 

42 The estimated short-run error-correction models are in fact the representation of the second stage of the Engle- 
Granger procedure as discussed section 2.4 above. 
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into the model initially. Subsequently, all insignificant variables were dropped one-by-one to 

obtain the most parsimonious representation of the error-correction equation. In the short-run, the 

capital and labour elasticities are estimated to be 0.28 and 1.15 respectively with the former 

being significant at the 10 per cent while the latter at the 5 per cent error probability levels. The 

error-correction terra (ECT), i.e., the lagged residuals from the long-run relationship, Rt-,, is 

correctey signed, highly significant, and lower than 1 (absolutely) thus confirming a valid 

representation of the error-correction model. The coefficient on the ECT suggests a rapid 

adjustment to the long-run steady state relationship from any short-run deviations as 88 per cent 

of the disequilibrium errors are corrected within one year. 

Table 2.4: Estimated Short-run Models Corresponding to the Long-run equations 
1. L InY = -0.003 + 0.28* L1nK + 1.15" L1nL - 0.88*" R,., 

(s.e.) (0.01) (0.16) (0.50) (0.27) 
t-ratio -0.30 1.77 2.30 -3.26 

Adjusted R2 = 0.55; Serial Correlation [x2(1)] = 0.05; Functional Form [x2(1)] = 0.008 
Normality [X2(2)] = 0.31 Heteroscedasticity [x2(1)] = 2.45 

2. L 1nY = -0.001 + 0.32" LInK + 1.01 L1nL - 0.88*" R2,., 
(s.e.) (0.01) (0.15) (0.48) (0.26) 
t-ratio -0.11 1.99 2.11 -3.77 

Adjusted R2 = 0.56; Serial Correlation [X22(1 )] = 0.007; Functional Form [X2(1)] = 0.41 
Normality [x2(2)] = 0.35 Heteroscedasticity [x2(1)1 = 3.38. 
3. L 1nY = 0.014 + 0.53- L1nK - 0.57' R3,.1 

(s.e.) (0.007) (0.14) (0.21) 
t-ratio 1.86 3.65 -2.65 

Adjusted R2 = 0.47; Serial Correlation [X2(1)] = 0.085; Functional Form [x2(1)] = 0.081 
Normality [X2(2)] = 1.32 Heteroscedasticity [X2(1)] = 1.14 

Note: The serial correlation test is based on Godfrey's (1978) LM test for serial correlation; Functional Form on 
Ramsey's (1969) RESET test; Heteroscedasticity on White's (1980) test; and Normality of residuals on Jarque-Bera 
(1987) test. The computed test statistics for serial correlation, functional form and heteroscedasticity are follow a 

chi-square distribution with one degree of freedom while normality test statistic follows a chi-square distribution 
with 2 degrees of freedom.Statistical significance at the one, five and ten per cent levels are denoted by respectively 

and 

The short-run model can explain 55 per cent of the variation in the dependent variable. For 

diagnostics Godfrey's (1978) LM test for serial correlation, Ramsey's (1969) RESET test for 

functional form, White's (1980) test for heteroscedasticity and Jarque-Bera (1987) test for 

normality of errors are performed. The computed test statistics for serial correlation, functional 

form and heteroscedasticity follow a chi-square distribution with 1 degree of freedom, while the 

normality test statistic has a chi-square distribution with 2 degrees of freedom. Since the 95 per 
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cent critical values for x2(1) and x2(2) are 3.84 and 5.99 respectively, on the basis of the 

computed diagnostic test statistics we cannot reject any of the null hypotheses of no problem of 

serial correlation, no wrong functional form problem, normality of residuals and homoscedastic 

distribution of errors. 

The second row in Table 2.3, i.e. equation 2, is the estimated augmented Solow model, which 

draws human capital (lnH) as an additional argument into the traditional neoclassical production 

function. It is now seen that capital stock and labour remain significant but human capital (lnH) 

fails to register any significant influence. The inclusion of human capital into the model changes 

the coefficients on InK and 1nL only slightly from those estimated in equation 1 and the model 

continues to reject the assumption of the constant return to scale.43 

Figure 2.7: Cointergating Relationship in the Augmented Solow Model and its Sample ACFs 
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For the estimated augmented Solow model, we have some mixed evidence for cointegration. The 

ADF test on the residuals, R2, from the estimated equation 2 in Table 2.4 fails to reject the null 

hypothesis of non-stationarity or non-cointegration even at the ten per cent level.44 On the one 

4' The restriction that the sum of the coefficients on capital stock, physical labour and human capital equals 1 yieled 
a Wald statistic of 19.97 as against the critical value of 3.84. Therefore, the restriction of constant return to scale is 
decisively rejected. 
44 The estimated ADF test statistic, as reported in Table 2.3, is -3.84 as against its 90 per cent critical value of -3.84. 
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hand, the terra human capital cannot add anything to the explanation of the variation of the 

dependent variable (as it turns out to be insignificant), its inclusion, on the other hand, raises the 

critical value for the cointegration test resulting in non-confirmation of a valid long-run 

relationship. However, the sample ACFs of R2 were found to be individually statistically 

insignificant and all of them fell within the critical error bands as shown in the right panel of 

Figure of 2.6.4$ This, therefore, contradicts the result of the ADF test for cointegration. 

The short-run error-correction equation corresponding to the augmented Solow model is given in 

equation 2 in Table 2.4, where again the coefficient on \1nH was not found to be significant and 

hence had been dropped. The ECT, R2,1, remains highly significant, is correctly signed and 

shows convergence to the long-run equation. The well-behaved ECT tends to support a long-run 

cointegrating relationship for which there was only mixed evidence. 

There is, however, some disagreement with regard to the specification of the aggregate output 

supply or production function in the context of Bangladesh. Rahman and Shilpi (1996) lias 

argued that since Bangladesh is a labour surplus country, the constraint to the growth of 

aggregate output cornes from factors other than labour that are limited in supply. Following this 

argument, if it is considered that Bangladesh lias surplus labour but not human capital, the 

specification of the production function should be reformulated to a relationship between 

aggregate output and stocks of physical and human capital. The bottom row in Table 2.3 

provides estimates of this reformulated relationship where it is found that both the physical and 

human capital stocks are significant at the one per cent level. Compared to the previous two 

cases, the size of the coefficient on 1nK is now much higher, as the estimated elasticity is 0.53. 

The human capital elasticity, on the other hand, is 0.83. Once again the assumption of the 

constant return to scale is overwhelmingly rejected by the use of the Wald test for linear 

restriction that the sum of the coefficients on lnK and InH is 1.46 The significance of 1nH together 

with the rejection of the constant return to scale seems to validate the endogenous growth theory 

for Bangladesh. 

45 Only the first five lag Iengths are considered, as there are only 21 observations. 
46 The Wald test statistic was computed at 10.46 compared to its critical value of 3.84. 
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Figure 2.8: Plot of Long-run Relationship Represented by R3 and Its Smaple ACFs 

Estimated Long-run Relationship: R3 
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However, there is only a little evidence for cointegration in the estimated equation 3 in Table 2.3. 

The ADF test statistic for residual (R3) stationarity (-3.35) falis short of even the 90 per cent 

critical value of -3.45. In Figure 2.8, the long-run relationship represented by R3 is plotted along 

with its sample ACFs. It is obvious that at the first and fourth lag lengths, the sample 

autocorrelation coefficients exceed the 95 per cent critical bounds thereby suggesting that R3 

may not be a stationary series. 

Despite the lack of evidence for cointegration, the short-run error-correction model for equation 

3 in Table 2.3 is estimated and its most parsimonious form is presented in the bottom row of 

Table 2.4. No significant short-run influence of human capital was observed and, therefore, the 

parsimonious model eliminated all the variables associated with AlnH. The short-run physical 

capital elasticity remained as high as its long-run counterpart and significant at the one per cent 

level. The error-correction terra turns out to be correctly singed but the coefficient is much 

smaller and is significant at a lower level of error-probability level compared to those of the 

previous models. The lack of strong evidence of cointegration in the long-run equation might 

have resulted in relatively longer period for disequilibrium error correction. The diagnostic tests 
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do not report any problem with regard to serial correlation, wrong functional form, non-normal 

and heteroscedastic errors. 

2.6.3. Measures of Trade Liberalisation in Growth Models 

The above shows that the empirical estimations of the growth models for Bangladesh, on the 

whole, are quite satisfactory in the study. It will now be examined whether trade liberalisation 

has had any significant influence on the aggregate output in the long-run. As mentioned earlier, 

three measures of trade liberalisation will be used in the experiments, viz. (1) a simple measure 

of openness, OPEN1, defined as exports plus imports as percentage of GDP; (2) the share of 

imports of consumers' goods in GDP, OPEN2; and (3) implicit nominal tariff, INT, which is 

defined as customs duty as percentage of total imports. These three variables were found to be 

non-stationary on their levels but not on their first différences. 

Table 2.5 summarizes the results involving différent measures of trade liberalisation in the 

growth equations. The equations are estimated by the PHFMOLS procedure and hence this 

standard errors provide valid inférences. The columns 1-3 correspond to the estimation of the 

growth models with the capital stock and physical labour (along with the différent liberalisation 

indicators) while columns 4-6 are similar estimates with human capital instead of labour. 

Let us first consider the indicator OPEN1. According to Harrison (1996), the measure usually 

shows a significant positive association with economic growth even after controlling for other 

factors such as capital and labour. In sharp contrast, it is observed that the coefficients on 

InOPENI in both columns (1) and (4) in Table 2.5 are highly insignificant. As a matter of fact, 

the sign of the openness indicator in the growth model with labour is negative. Therefore, when 

trade-GDP ratio is considered to be a measure of trade liberalisation, no significant long-run 

association between output and liberalisation is observed. The ADF test statistics for 

cointegration in columns 1 and 4 fail, as the insignificance of OPENI does not contribute to the 

explanation of the variation in the dependent variable but increases the critical value for ADF 

test statistics.47 One possibility is that no significant effect (or, small t-ratio) of openness is 

47 However, the examination of the sample ACFs seemed to suggest stationarity of the residual in column 1 but not 
in column 4. 
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noticed because of weak evidence of cointegration and had the variables been robustly 

cointegrated a significant influence would have been observed. Such a possibility, however, can 

be ruled out as the problem with the integrated variables is that they might show up high t-ratios 

and thus significant relationship whereas in reality there exists no such effect. It is usually not a 

problem with the integrated variables that they might give low t-ratios but otherwise they are 

significant. Since the t-ratios on the liberalisation indicator are very small, it is more likely that 

output is hardly influenced by it. 

Table 2.5: Trade Liberalisation Measures in Growth Models 
1 2 3 4 5 6 ---- 

Coeff 
(s.e.) 

t-ratio Coeff 
(s.e.) 

t-ratio Coeff 
(s.e.) 

t-ratio Coeff 
(s.e.) 

t-ratio Coeff 
(s.e.) 

t-ratio Coeff 
(s.e.) 

t-ratio 

Constant 6.08"* 3.78 6.35e" 10.5 6.23" 9.02 3.53*"" 8.20 3.40" 12.14 3.31 8.48 
(1.61) (0.61) (0.69) (0.43) (0.28) (0.39) 

InK 0.23"" 2.88 0.22" 2.44 0.23" 2.55 0.50"' 7.13 0.53*"" 10.6 0.53"" 6.62 
(0.08) (0.09) (0.09) (0.07) (0.05) (0.08) 

InL 1.13*"" 7.53 1.15 6.39 1.12"" 6.22 - - - - - - 

(0.15) (0.18) (0.18) 

InH - - - - - - 0.90" 4.73 0.80... 4.21 0.84". 3.82 
(0.19) (0.19) (0.22) 

InOPEN I -0.014 1.23 - - - - 0.008 0.4 - - - - 

(0.012) (0.02) 

InOPEN2 - - 0.008 0.8 - - - - 0.005 0.5 - - 

(0.01) (0.01) 

InINT - - - - 0.006 0.06 - - - - -0.001 0.05 
(0.01) (0.02) 

ADF test -3.55 -3.89' -3.83' -3.22 -3.22 -3.17 

Statistics 

Note: Statistical significance at the one, five and 10 per cent levels are indicated respectively 

Columns 2 and 4 use OPEN2 as a measure of liberalisation in the growth equations. In both 

cases, the coefficient on 1nOPEN2 is very small and not significantly différent from zero. 

Therefore, like the trade-GDP ratio, the share of imports of consumers' goods in GDP fails to 

exert any significant influence on output. Finally, in columns 3 and 6, the implicit nominal tariff 

rate, 1nINT, as our last measure of liberalisation is used. But again it fails to register statistical 

significance and in the model with human capital takes a negative sign. Therefore, the results 

reported in Table 2.5 show that the measures of trade liberalisation do not have any significant 

influence on the aggregate production in the long-run. 

Although the hypothesis related to the effect of liberalisation on output is postulated over the 

long-run, the relationship was also explored in the short-run. This required estimation of the 

error-correction models corresponding to the respective long-run equations in Table 2.5. 
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However, like the long-run models in no case did we find any significant effect of liberalisation 

measures on output growth.48 

One could point out the potential endogeneity problem associated with the indicators of trade 

liberalisation in the equations, which arguably might have made the results biased. There is no 

denying that the output or GDP growth could lead to increased exports and imports and thereby 

could influence such indicators as OPENI and OPEN2. Consequently, the question is whether 

our results are free from the problem of endogeneity bias. When the time series data are 

integrated and any of the regressors is endogenous, the OLS estimator is asymptotically biased. 

This calls for instrumental variable (IV) approaches to estimation.49 Although IV estimates are 

better than those of the OLS, it cannot provide asymptotically efficient estimators. The 

PHFMOLS method has been especially developed to tackle this problem and to provide 

asymptotically efficient estimates in the presence of endogeneity in the regressors. The semi- 

parametric corrections, based on transformations involving the long-run variance and covariance 

of the residuals as shown in Section 2.4 above, used in the fully modified (FM) estimator deal 

with the endogeneity of the regressor and potential serial correlation in the residuals. Since the 

results presented in Table 2.5 were derived by the procedure of PHFMOLS, the potential 

problem of endogeneity problem has already been dealt with. 

Yet in another way the potential `biasedness' of the results were checked. It is to be noted that 

the endogeneity problem can be eliminated, if the problematic variable is used on its lag in the 

estimating equations.511 Our experiments showed that the coefficients on liberalisation indicators 

remained insignificant when the growth equations were estimated using their first lags.51 

Therefore, it can be concluded that the estimated results are not subject to the endogeneity 

problem. 

48 These results are not reported in this study but are available from the authors on request. 
49 According to Engle and Granger (1987), the OLS estimators are biased if the explanatory variables are not weakly 
exogenous. Only if they are weakly exogenous, the problem of endogeneity bias can be assumed away. A simple 
way to check the weak exogeneity of any explanatory variable, X, is to construct an error-correction model for X, 
and to test the statistical significance of the error-correction term using the traditional t-test. If the t-test is 

significant, X, cannot be treated as weakly exogenous. 
50 This means considering the relationship between a dependent variable, Y, and an explanatory variable, X, the use 
of X,_, makes X predetermined in the model. That is, in no way Y, can influence X,.,, which essentially eliminates the 

endogeneity problem in a statistical sense. 
51 These results are not reported in the text but are available from the authors on request. 
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2.6.4. Growth in the Pre- and Post- Liberalisation Periods 

In light of the failure of the trade liberalisation indicators to exert any significant influence on 

output, it might be interesting to ask whether the growth of aggregate output in the post- 

liberalisation regime has been significantly différent from that of pre-liberalisation period. As 

discussed earlier, this kind of before-after comparison requires specification of a break point that 

separates the two regimes. Therefore, we need to divide the sample between pre- and post- 

liberalisation periods. In Chapter 1 of this study, it was mentioned that the trade liberalisation in 

Bangladesh was carried out in three phases, viz. 1982-85, 1986-91 and 1992-onwards. However, 

there is a general recognition that the most important and significant liberalisation measures were 

undertaken in the third phase.52 Having considered this, the period of 1980-91 can be treated as 

the pre-liberalisation period while the rest as post-liberalisation period. Once the break point is 

known, equation (2.1) can be estimated to obtain the trend growth rates for the two periods. 

Table 2.6: Trend Growth Rates for the Pre- and Post-Liberalisation Periods 
The estimated equation: 

inY = 13.66" + 0.0362" T - 0.152*** LIBDUM + 0.0121 DT 
(s.e.) (0.004) (0.0006) (0.015) (0.001) 
t-ratio 2892.8 58.97 -10.07 11.72 

The trend growth equation for t ee pre-liberalisation period: InY = 13.66 + 0.0362 T 

The trend growth equation for the pre-liberalisation period: 1nY = 13.51 + 0.0483 T 
Note: in represents natural logarithm, Y is real GDP, T is the time trend, LIBDUM is the dummy variable with 0 for 

pre- and I for post-liberalisation periods, and DT = LIBDUM*T. Statistical significance at the one per cent level is 
denoted by 

Table 2.6 provides a simple equation to estimate the trend growth of real GDP in the pre- and 

post-liberalisation periods. As the variables LIBDUM and DT are significant, the estimated 

relationship suggests that the trend growth equations for the two periods will be significantly 

différent both in terms of the intercept and the slope coefficient, which are given separately in 

the bottom row of Table 2.6. It is found that the trend growth rate for the pre-liberalisation period 

is 3.6 per cent while the comparable figure for the latter period is 4.8 per cent. Thus the trend 

growth rate in the post-liberalisation period is 1.2 percentage points higher. However, it must be 

52 For example in an study (CPD 1995, p.243) it is observed "[I]n terms of the intensity of trade liberalisation, 
however, the third phase is considered relatively more activist than the earlier ones". 
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emphasized that given the nature of the analysis (i.e., a before-after approach) it would be 

erroneous to conclude that liberalisation measures have resulted in a higher growth rate. In fact, 

the best way to interpret the result is that the post-liberalisation period has been associated with a 

higher growth rate; however, it is sot known whether the trade liberalisation measures or other 

completely différent factors have contributed to this improved growth performance.53 

2.6.5. Total Factor Productivity in the Pre and Post-Liberalisation Periods 

So far our results have found that the measures of liberalisation are sot correlated with the 

growth of output, nevertheless, the post-liberalisation period is found to be associated with a 

relatively superior growth rate. As discussed above, the usual growth accounting method 

attributes the sources of growth to physical capital accumulation, labour force growth and total 

factor productivity (TFP) growth. Of these, for any country the TFP is particularly important and 

plays a crucial role, as its growth can ensure expansion of the overall economy even in the 

absence of accumulation of factors of production.54 It has been argued that trade liberalisation 

resulting in increased openness has a significant and robust positive effect on total factor 

productivity (Miller and Upadhay, 2000).55 The last two empirical issues that we explore in this 

chapter are whether the TFP is positively influenced by the measures of trade liberalisation and 

whether the growth of TFP has been significantly différent in the post-liberalisation period than 

that of the previous regime. 

The TFP growth is usually treated as the residual part of economic growth (Hwang, 1998) and 

from an empirical view point it is given by the estimated constant - the deterministic composent 

of TFP - plus the error terra - the stochastic component of TFP that results from estimating the 

production function (e.g., see Beddies, 1999). In order to estimate the TFP for Bangaldesh, 

equations 1 and 3 (where output is explained by capital and human capital) in Table 2.3 will be 

used. Precisely, the estimates of TFP can be written as: 

53 In contrast, if it were found that one of the measures of trade liberalisation was positively and significantly 
associated with real GDP, we could have concluded that liberalisation had beneficial impact on output. 
5' There is an interesting debate about the role of TFP in the East Asian economy. Despite the popular belief about 
the high productivity growth of the East Asian economy, Young (1994, 1995) and Park and Kwon (1995) have 
argued that these countries did sot achieve any extraordinarily high TFP growth. If this were true, the East Asian 
Frowth performance could be attributable merely to the rapid accumulation of factors of production. 

5 Miller and Upadhay (2000) states, "[L]arger trade implies greater openness that facilitates the economy's 
adoption of more efficient techniques of production, leading to faster growth of total factor productivity and, hence, 
real per capita income. 
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TFPL = 1nY - aK - RL 

TFPH=InY-«K-8H 

Therefore, TFPL is the measure of TFP when output is specified as a function of capital and 

labour and TFPH corresponds to the equation where output is determined by physical capital and 

human capital. Figure 2.9 provides the resultant TFPs and their growth rates. 

Figure 2.9: Estimated TFPs and Their Growth Rates 
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The left panel in Table 2.7 gives the bi-variate relationship between the indicators of trade 

liberalisation and TFPL and the right panel between the indicators and TFPH. It is observed that 

56 



in every regression the coefficient associated with the liberalisation measure is invariably small 

and fails to become statistically significant at the conventional levels.56 Therefore, in no case is 

there any evidence of significant influence of liberalisation measures on TFP. It needs to be 

mentioned here that the t-ratios on the explanatory variables are so small that testing for 

cointegration in the estimated equations are actually meaningless.57 

Table 2.7: Relationship between TFP and measures of trade liberalisation 
1. TFPL = 6.35* »* + 0.00137 1nOPEN1 4. TFPH = 3.36'" + 0.0054 1nOPEN1 

(s.e.) (0.009) (0.006) (s.e.) (0.012) (0.007) 
t-ratio 692.35 0.22 t-ratio 279.20 0.69 

2. TFPL = 6.36'" + 0.0021 1nOPEN2 5. TFPH = 3.36*** + 0.0022 1nOPEN2 
(s.e.) (0.014) (0.0045) (s.e.) (0.018) (0.0057) 
t-ratio 440.73 0.47 t-ratio 181.11 0.39 

3. TFPL = 6.34" - 0.0056 1nINT 6. TFPH = 3.34'" - 0.005 InINT 
(s.e.) (0.015) (0.007) (s.e.) (0.02) (0.01) 
t-ratio 421.48 -0.72 t-ratio 165.2 -0.49 

Note: Estimates are based on the PHFMOLS procedure. implies significance at the one per cent level. 

Finally, an attempt was made to examine whether TFPs for the post-liberalisation period was 

significantly différent from that of the pre-liberalisation period employing a similar equation as 

in Table 2.6. The estimated equations for TFPL and TFPH did not reveal any significant trend 

growth rate, as the coefficient on T in both regressions was not significantly différent from zero. 

The intercept and slope dummies, LIBDUM and DT, also failed to register statistical 

significance thus rejecting the possibility of a structural break resulting in significantly higher 

TFP for the post-liberalisation period.58 These results are corroborated by the fact that in Figures 

2.9[a] and 2.9[c] clearly rising trends in TFPL and TFPH are not discernible. 

5e Note that although insignificant OPEN! and OPEN2 are found to be positively associated with TFPs but the sign 

of InINT on both occasions is negative. 
57 Nevertheless, the tests for cointegration between the two sertes of TFP and trade liberalisation indicators were 

carried out explicitly. In Section 2.4, the rationale for using a single equation estimation technique (such as the 

PHFMOLS) and the inappropriateness of Johansen procedure in short sample was discussed. However, a sample of 
21 observations might be just enough to test for cointegration between two variables with the Johansen procedure. 
The trace and maximal eigenvalue tests, following the Johansen procedure, failed to reject the null of no 

cointegrating vector thereby supporting the results presented in Table 2.7. The tests were implemented using both 1 

and 2 lag lengths in the Johansen vector autoregression and the results were not sensitive to the choice of lag 

lengths. These results are available from the authors on request. 
58 These results are not reported here but are available with the authors. 
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2.7. Concluding Observations 

In both theory and empirical analysis, the relationship between openness and growth remains 

unsettled. In this study, we have used the recently revised BBS estimates of national income to 

investigate the relationship between trade liberalisation and growth in Bangladesh. The analytical 

framework used in the study augments the neo-classical and endogenous growth models to 

incorporate sonie measures of trade liberalisation. Based on available information, three différent 

measures of trade liberalisation, viz. trade-GDP ratio, the ratio of imports of consumers' goods to 

GDP and implicit nominal tariff rate, were constructed for inclusion in the growth model. The 

estimation strategy explicitly considered the time series properties of the variables. Due to the 

presence of non-stationary time series, cointegration technique was used to validate the long-run 

relationship and, in order to draw valid inférences, the Phillips-Hansen Fully Modified OLS 

method of estimation was used. 

In contrast to the assumption of the neoclassical growth model, our results reveal increasing 

returns to scale in the production of aggregate output, which, therefore, tends to suggest the 

relevance of an endogenous growth model for Bangladesh. In the models used in the study, 

capital and labour elasticities are found to be statistically significant at the conventional levels. 

However, when human capital is included in the model along with labour, the former could not 

register statistical significance. In regressions without labour, the coefficients on human capital 

corne out significant but the evidence of cointegration is somewhat weak. 

The most striking feature of the results is that in no regression the effects of trade liberalisation 

indicators are found significant. This finding holds both for the long-run as well as short-run 

models. Nevertheless, it is found that the trend growth rate associated with the post-liberalisation 

period (4.8 per cent) is higher than that of the pre-liberalisation regime (3.6 per cent). Since the 

constructed indicators of liberalisation failed to put forth any significant influence on output, it 

could not be ascertained whether the superior growth performance is attributable to trade 

liberalisation. The results also suggest that the measures of liberalisation do not have any 

significant influence on the total factor productivity, which remains statistically unchanged in the 

post-liberalisation period. That is, the relatively high growth rate associated with the post- 

liberalisation regime is not due to a higher TFP growth but is attributable to mere accumulation 
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of factors of production. All this would imply that the significaritly higher growth in the post- 

liberalisation period might have been the result of an interaction between the inherent aggregate 

production function for the economy exhibiting increasing returns to scale in production and 

accumulation of factors of production at a faster rate. 

We need, however, to acknowledge two potentiel shortcomings that might have been associated 

with the study. First, it might be possible that the constructed indicators of trade liberalisation do 

not adequately capture the extent of liberalisation in Bangladesh. In fact, an appropriate measure 

of liberalisation may be much more involved than the ones used in the study. However, as 

discussed earlier, data constraint did not permit us to construct more suitable measures of 

liberalisation. Having acknowledged the problem, it needs to be mentioned that, in numerous 

studies, simple measures such as the openness ratio (i.e., trade-GDP ratio) has been shown to 

have significantly contributed to the growth of output, which in the case Bangladesh, as we have 

seen, apparently do not have any such effect. Furthermore, the graphical plots of such 

liberalisation measures as trade-GDP ratio and implicit nominal tariff used in this study greatly 

matches the general perception about the evolution of trade policy regime in Bangladesh. Yet, 

the statistical association between these measures and output is highly insignificant. 

Finally, is the small sample size of the study responsible for the results especially when the data 

for the most protectionist trade regime of the 1970s (from 1973 to 1979) are not taken into 

account? This is a genuine concern but the relevant data consistent with the revised estimates of 

GDP for the 1970s are not available.59 Notwithstanding the problem, it is not a convincing 

argument that a true (if there is any) association between liberalisation and output cannot be 

captured only because of the short sample. Trade liberalisation in Bangladesh started off in the 

1980s and got a remarkable momentum in the 1990s and, therefore, its effect on output should 

have been reflected in the data for the past two decades. 

5" Given the information at hand, the construction of such data for the aforementioned period is not feasible. 
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Chapter 3 

Export-Growth Nexus and Trade Liberalisation 

3.1. Introduction 

In Chapter 1, it was mentioned that the trade reform measures in Bangladesh marked a policy 

shift from an inward-looking import-substitution to an export-promotion strategy. The basic 

objective behind the policy reversal was to transform the productive structure of the economy 

in such a way that export growth would be accelerated, thereby paving the way for a 

sustained overall growth (Rashid and Rahman, 1998). The strategy essentially lies at the 

heart of the so-called `export-led growth' (ELG) paradigm that postulates exports to be an 

`engine' of economic growth. 

Although a small export-orientation and siower growth in the export sector of a country with 

a big domestic market may not be a major impediment to its overall economic growth as long 

as the non-export sectors flourish, a robust performance of the export sector is often 

considered central to the acceleration of the growth process (Gylfason, 1999). For any low- 

income country, a greater magnitude of export-orientation is thought to have several 

advantages. First, since export is directed to the world market, low purchasing power of 

domestic consumers cannot act as a hindrance to the exploitation of economies of scale in 

production. Second, export activities require a relatively non-distortionary policy 

environment, which promotes efficiency and discourages unproductive rent-seeking 

activities. Moreover, if exports grow in line with the static comparative advantage of the 

economy, any reallocation of resources from the non-export to the export sector increases the 

total factor productivity, which, in turn, raises GDP (Begum and Shamsuddin, 1998). It is 

also argued that the export sector generates positive externalities on non-export sectors 

through more efficient management styles, skill accumulation by labour, and improved 

production techniques (Feder, 1983; Ghatak et al., 1997). Apart from these, the expansion of 

export activities facilitates the import of capital goods and encourages technology transfer. 

For these reasons, a strategy of export-led growth is supposed to achieve both the objectives 

of greater export-orientation in the economy and overall economic growth. 
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As pointed out earlier, a country can grow even if only the non-export sectors flourish, as 

such ELG strategy is not necessarily called for. However, when a country deliberately 

chooses the ELG doctrine, it indicates that economic growth is directly linked to the success 

of the export sector and, more importantly, there is a causal effect of export performance on 

the overall growth prospect of the economy. 
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One salient feature of post-trade 

reform period in Bangladesh has 

been the rising trend of exports. As 

a matter of fact, if we juxtapose 

liberalisation programmes and 

export performance, Bangladesh can 

be considered as a country that have 

been successful in energising 

exports. In 1980, the country's total 

exports stood at US$ 913 million, 

which rose to US$ 1,865 million by 

1990. Compared to this, the pace of 

export expansion in the 1990s had 

been much faster as in 2000 export 

accruals reached US$ 6,589 million, 

a rise of 253 per cent over 1990. In 

nominal exports (in US dollars) growing at a rate of 

17 per cent per annum. As a result, the export-GDP ratio registered a significant rise from 

less than 6 per cent in the late-1980s to about 14 per cent in 2000. 

The above suggests that the Bangladesh economy has become more export-oriented during 

the post-liberalisation period and it then follows from the ELG hypothesis that the robust 

performance of the export sector have driven the overall economic growth of the economy. 

The basic objective of this chapter is to address two questions: (i) Are exports and growth 

related, and if so, how? and (ii) Does liberalisation have any impact on the export-growth 

nexus? The examination of the above issues is necessary to assess whether the export- 

promotion strategy is beneficial to the growth performance of Bangladesh or the policy shift 

Figure 3.1: Export-GDP ratio 
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has been a mere imitation of the world-wide move towards such a paradigm.1 To investigate 

the above issues, the revised national income data are used and, therefore, the empirical 

results should be preferable to similar past studies employing the old GDP estimates.z The 

chapter is organised as follows. Section 3.2 briefly reviews the general features and related 

shortcomings of the studies on export-growth relationship. While Section 3.3 sets out the 

methodology that is used to overcome the limitations of these studies, the estimation results 

of the present study are presented in Section 3.4. Finally, Section 3.5 concludes the chapter. 

3.2. Empirical Testing of Export-Growth Relationship 

The link between export and growth has been studied extensively resulting in the emergence 

of a voluminous literature. In a recent study, Giles and Williams (2000) provide a 

comprehensive survey of more than one hundred and fifty published articles on the subject.3 

For our purpose, some general features of the literature are emphasised. 

Broadly speaking, the applied research on the subject can be divided into two groups: (1) 

studies using the cross-country data; and (2) studies based on time series data. Most of the 

carlier studies have used cross-country data to explore the association between export and 

growth. While Balassa (1978), Kavoussi (1984), and Michaley (1977) used a simple rank 

correlation coefficient to test the hypothesis, others used the ordinary least squares (OLS) 

regression method (e.g., Balassa, 1978 and 1984; Ram, 1985; and Tyler, 1981). The cross- 

country studies, in general, find a close relationship between the growth of exports and 

overall economic activity, measured either by GDP or GNP. However, one important 

limitation of these studies is that they assume a common economic structure and production 

technology across différent countries, which is not likely to be true. Besides, the direction of 

causal relationship in cross-country studies is not clear. 

1 As Love (1995, p.11) puts it "[I]n essence, one might try tojudge whether the shift in thinking and in policy is 
one of substance or is part of cyclical process which will in time be followed by a shift to another `fashionable' 

aradigm". 
Studies that have examined the issue of export-growth link in the context of Bangladesh include Begum and 

Shamsuddin (1998), Islam and Iftekharuzzaman (1996), and Islam (1998). All the studies used the old national 
income estimates resulting in unreliable empirical results. Also, none of the studies examined the impact of 
trade liberalisation on the export-growth link. 
3 Other useful surveys can be found in Ahmad and Kwan (1991), Edwards (1993), Ghartey (1993), Greenaway 
and Sapsford (1994a and 1994b), Jung and Marshall (1985), Love (1994), Medina-Smith (2001), and Shun and 
Sun (1998). 
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In recent times, an increasing number of such studies have relied on time series data. One 

advantage of such studies is that they explicitly test whether export causes economic growth 

by utilising the standard Granger (1969) and Sims (1972) causality tests. In contrast to cross- 

country studies, time series results are, however, far less conclusive. Thus, Bahmani-Oskooee 

and Alse (1993), Marin (1992), Medina-Smith (2001), Salvatore and Hatcher (1991), 

Sengupta and Espana (1994), and Thornton (1996) find support for the ELG postulate for a 

number of countries, while Bahmani-Oskooee et al. (1991), Darrat (1987), Dutt and Ghosh 

(1996), Ghartey (1993), Greenaway and Sapsford (1994a), Jin and Yu (1996), Jung and 

Marshall (1985), Kunst and Marin (1989), and Riezman et al. (1996) provide little evidence 

in favour of the hypothesis for others. 

As far as the model specification is concerned, three différent approaches have been 

followed. First, most studies have employed a simple two-variable relationship between 

growth of exports (X) and output (Y), as shown in equation (3.1) below.4 Second, in some 

studies a production function type of framework has been used. This is done basically by 

including X in a neo-classical production function that specifies a relationship between 

output growth and growth of factors, such as capital (K) and labour (L) (equation 3.2).5 

Finally, following Feder (1983), some researchers have modelled the effects of exports on 

output explicitly as the sum of the `externality' and `productivity differential' effects. Feder's 

analytical framework is based on a two-sector model that subdivides the economy into an 

export-oriented sector (X) and a non-export traditional sector (N). The model allows exports 

to influence output growth through two charnels. Whilst the channel through the externality 

effect is specified by including current exports in the production function along with other 

factors of production such as capital (K) and labour (L), the productivity differential effects 

allow marginal products of both capital and labour to differ between the export and non- 

export sectors. Therefore, the specifications for aggregate output, non-export output and 

exports are given by: 

In equations (1)-(3) u represents the stochastic error terra. In few instances, the bivariate relationship in 

equation (1) is tested by including a third variable on a purely adhoc basic. For example, while Islam (1998) and 
Serletis (1992) used imports as the third variable, Dhawan and Biswal (1999) and Henriques and Sadorsky 
(1996) considered the terras of trade. 
5 Ghatak et al. (1997) has augmented the model further, in line with the "new growth theory", to incorpôrate a 

human capital (H) variable into the equation. Thus if we distinguish between physical (K) and human (H) capital 

a new equation can be written as: ÿ = d , + d, X + et , K + d , L + d ; H + u , 
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Y=N+X (A) 

N =f (Kv, LN, X) (B) 

X = g (Kx Lx) (C) 

where, KN, and LN are capital and labour inputs in the non-export sector, and Kx and Lx are 

the saure factors in the production of export goods. Total differentiation of equations (B) and 

(C) yields: 

N=fK K,, +fL LN+f, X 

X=gKK.r+gLL.r 

(D) 

(E) 

where, fK, fL, and gK and gL are marginal productivities with respect to the respective factors 

of production in the non-export and export sectors; fv represents the marginal externality 

effect of X and N. Since by definition = IV + X , assuming that productivity of each input in 

the export sector differs from that of the non-export sector by a factor y so that g; = (1+y) f 
and substituting equations (D) and (E) into I' one can obtain: 

Y=fKK.v+fLLN+frX+(1+y)fKKx+(l+Y)fLL,r 

or, Y =fK (KN + Kx) + fL (LN + L.r) + fr X +Y (fh K,r + fL L.r ) 

(F) 

(G) 

Defining k = KN + k, = k and L = LN + L. = L and using the productivity differential 

effects into (E) provides the basic Federian equation: 

Y=fKK+fL L+(Y I(1+Y)+fr)X (H) 

With some manipulation in (H), the Feder model gives rise to an estimation equation of the 

form as outlined in equation (3.3) below.6 

Y=a,+a,X+u, 
Y=b,+b,X+b3K+b4L+u2 

Y = c, + c, K + c3 L + c4 
Y ) 

+ u3 (3.3) 

The detailed derivation of equation (3) can be found in Feder (1983) and Begum and Shamsuddin (1998). 
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Now, if the `true' model is equation (3.2), the estimation of equation (3.1) will lead to biased 

and inefficient estimation due to the exclusion of some relevant variables. Yet, the studies 

concentrating on a simple bivariate relationship between X and Y are quite common (e.g., 

Bahmani-Oskooee and Alse, 1993; Bahmani-Oskooee, et al., 1991; Darrat, 1987; Dutt and 

Ghosh, 1996; and Xu, 1996). 

Another serious problem, duly emphasised by Greenaway and Sapsford (1994a), associated 

with the above specifications is that exports, via the national income accounting identity, are 

themselves component of output. To remedy this problem, it is necessary to separate the 

`economic influence' of exports on output from that incorporated in the growth accounting 

relationship. Therefore, it is essential to net out the export element from the output growth 

variable before estimating the models. 

Apart from the aforementioned problems, one crucial limitation of the specifications in (3.1)- 

(3.3) is that none of them permits to test whether there is any valid long-run relationship 

among the variables in the models. By its very nature, the export-GDP nexus, as postulated in 

the ELG hypothesis, is supposed to hold in the long run. However, when variables are based 

on their rates of growth (and often on first différences) the long-run relationship is totally 

wiped out (Charemza and Deadman, 1992; Harris, 1995; and Hendry, 1995 and 1999). Thus 

most studies seeking to examine the export-output relationship in the long-run, have ended up 

with modelling pure short-run behaviour, about which economic theories are generally 

silent.8 Indeed, it is possible to find no significant association between any two variables in 

the short-run, while such a relationship may well exist in the long-run. Amongst others, 

Begum and Shamsuddin (1998), Greenaway and Sapsford (1994a), Jung and Marshall 

(1985), Darrat (1987) and Riezman et al. (1996) fail to recognise that there is simply no way 

to infer about the long-run relationship and, as such, the validity of the ELG hypothesis from 

the kind of model that they estimate. 

This is despite the fact that many economic time sertes are non-stationary and transformation in terms of 
growth rates or first différences make them stationary, for which the OLS regressions are valid. However, 
regression on growth rates can not tell anything about the long-run equilibrium behaviour of the model. The 
ideal way to deal with the problem is to employ some kind of cointegration technique, and not, using Hendry's 
(1999, p.357) terminology, "blanket differencing". 
8 This point is highlighted in Ghatak et al. (1997) as the authors note "Thus, the previous results do not 

necessarily imply that there exists a `genuine' relationship between the long-run development of exports and 
output (either GDP or GNP), as they may arise from a purely short-run relationship" (p.214). 
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Yet another problem is related to the testing of causality using time series data. The usual 

practice has been to follow either Granger (1969) or Sims (1972) procedure. However, with 

the appearance of more sophisticated time sertes techniques, the traditional procedures may 

not be valid for testing causality. In fact, if the time sertes data are non-stationary on their 

levels and cointegrated, the traditional causality tests might provide misleading results. 

Therefore, it is indispensable to consider the time sertes properties of the variables under 

consideration and test for cointegration before undertaking the causality test. In this regard, 

Granger (1988) provides a revised formulation of his earlier causality testing framework 

when the variables in the model are cointegrated. Considering model (3.1), if the variables 

are not cointegrated, the usual Granger test, as given in equation (3.1'), will remain valid. In 

equation (3.1') whether X causes Y will be determined by the significance of ij;'s. However, 

if X and Y are cointegrated, the causality test specification must be augmented to include the 

error-correction terra as shown in equation (3.1") (Granger, 1988). By including the error- 

correction term, equation (3.1 ") introduces an additional channel through which causality can 

be detected. That is, from equation (3.1"), X causes Y if either of ?1's are jointly significant 

or k3 is significant or both of them are significant. One key result Granger (1988) derives is 

that if the variables are cointegrated, there must be at least one direction of causality (i.e., 

either from X to Y or from Y to X). 

M n 

AlnY, =t0 +ET,.OlnX, +Yz AlnY, 
i-1 

m n 

AInY, = ko +lk,.AlnX, +1X, AlnY, (3.1") 
i=1 i=1 

There are two studies, viz., Begum and Shamsuddin (1998) and Islam and Iftekharuzzaman 

(1996) that attempt to explore the relationship between exports and economic growth 

especially for Bangladesh. Both these studies, however, suffer from the saure limitations as 

mentioned above and also provide contrasting evidence. Begum and Shamsuddin estimated 

an empirical model derived from the theoretical framework provided by Feder (1983), as 

expressed in equation (3.3), to show positive externality effects of exports on GDP. On the 

other hand, Islam and Iftekharuzzaman augmented the saure model by including the 

government sector to find that the growth of exports did not have any significant influence on 

output. As the estimating equation in both studies is based on growth rates of variables, it is 
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apparent that none of them examines the long-run relationship but concentrates on pure short- 

run association between exports and economic growth. Begum and Shamsuddin also do not 

check for the integrating properties of variables in their model and consequently it is not 

known whether the inférences drawn from their estimation results are valid. The issue of 

netting out economic influence of exports from growth accounting relationship has been 

totally overlooked in both the studies. Only the former study carnes out the Granger test to 

infer about the bivariate causal relationship between exports and GDP. However, since the 

cointegrating properties of the variables are not considered, the causality equation might have 

been mis-specified. In fact, causality testing procedure of Begum and Shamsuddin is only 

valid, if there were no long-run relationship between exports and GDP. On the other hand, if 

there is no such long-run relationship, the positive externality effects of exports on output 

found in the study cannot provide any support for ELG hypothesis in Bangladesh. Another 

problem with the study of Begum and Shamsuddin is that they used data for both pre- and 

post-liberation period of Bangladesh, as their sample covered annual observations for 1962- 

1992. This is rather an unusual practice for any study concentrating on Bangladesh.`' Besides, 

1970-71 and 1971-72 are the years when the liberation war was fought, as a result of which 

all normal economic activities were suspended at least for some parts of these two years. 

Because of this, official publications of Bangladesh usually do not report data for these 

years»° More importantly, the time sertes data on output used in both the studies correspond 

to the old national income accounting system, which has been subjected to significant 

methodological revision and extended coverage. Therefore, as pointed out in Chapter 2, if the 

new national income estimates are a more appropriate measure of Bangladesh's GDP, the 

previous empirical research using the old estimates must have encountered the problem of 

measurement errors. Considering the importance of the issue and having observed that the 

previous studies are subject to a number of major shortcomings, the present study examines 

the export-output relationship for Bangladesh within a more adequate framework. 

" For example, the other study by Islam and Iftekharuzzaman (1996) used the data for post-liberation period 
only although they had to work with a very small sample of 19 years. 
10 One could also question the use of dummy variables in the estimating equation by Begum and Shamsuddin on grounds of 
"abnormal years", which is defined as "periods of war, natural calamity and political instability". Events such as natural 

calamity and political instability are not uncommon in Bangladesh and hence an explanation for periods to be considered as 

atypical is needed. Since the authors do not specify the periods for which the dummies are used, it is not possible to extend a 

support on their judgement about "abnormal years". 
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3.3. Model Specification and Data 

As stressed earlier, if the relationship between exports and output is to be tested over the 

long-run, it is necessary to formulate models that measure the long-run association. Besides, 

exclusion of relevant variables from the model and the issue of national income accounting 

identity relationship between exports and GDP should also be borne in mind. In the present 

study, we formulate a number of models, the estimation of which will testify whether the 

relationship between exports and output is sensitive to the choice of specification. Equations 

(4a)-(6b) set out all such specifications. 11 

1nY, =a,' +a,' lnX, +u,, (3.4a) 

In NXY, = P,, ' + (31' In X, +u,, (3.4b) 

In Y,=ale+a,21nX,+a,21nK,+a3'1nL,+ur3 (3.5a) 

In N X Y , =Rot + (3,` In X, + (322 In K, + (332 I n +u,4 (3.5b) 

In Y, =a03 +a,3lnX, +a,3 In K, +a33 inL, +a43InH, +ur5 (3.6a) 

In NXY, = X303 + P,3 In X, + (323 In K, + 13331n L, + (343 In H, +u,, (3.6b) 

Ail models are in log-linear form, which is very commun in empirical work (e.g. Ghatak, et 

al., 1997 and Medina-Smith, 2001). One advantage of this specification is that first 

differencing of the variables gives the rates of growth. Unlike the models in (3.1)-(3.3), our 

specified formulations are on the level of the variables. As it is shown below, these models 

are capable of capturing the long-run relationship. Equation (3.4a) gives the simplest static 

bivariate relationship between Y and X, while (3.5a) specifies the relationship by including 

capital (K) and labour (L). Equation (3.6a) augments the specification further to include 

human capital (H), which is compatible with the new growth theory (Ghatak, et al., 1997; 

Ram, 1987; and Seehey; 1990). In order to tackle the problem of "accounting effect" of X on 

Y, equations (3.4b), (3.5b) and (3.6b) have non-export output (NXY) on the left hand side. 

While the specified models show the relationship between export and output, a dummy 

variable will be used to capture the effect of trade liberalisation in the estimated equations. 

11 u is the stochastic error terra in equations (4a)-(6b). We will assume that the explanatory variables are weakly 
exogenous in these equations. This is because the value of each explanatory variable is believed to be 
determined outside the system and thus, independent of the error terra (Ghatak, et al., 1997). 
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The new national income estimates on Bangladesh's GDP in 1995-96 constant prices (BBS 

2001) will be used as a measure of Y. The revised data are available only since 1980 thus 

forcing us to use a short-sample of 1980-2000.12 Exports in 1995-96 constant prices from the 

saine source (i.e., BBS, 2001) will be considered as X. The non-export GDP, NXY, is 

approximated by subtracting X from Y. For K, L, H we use the data on capital stock, labour 

force, and adult literacy rate - the sources of these data and justification for their use have 

been elaborated in Chapter 2. 

3.4. Estimation Results 

3.4.1. Simple Graphical Presentation of Exports and Growth 

Before going into the econometric estimates, it might be worthwhile to consider two simple 

graphical representations of the export-growth relationship. First, in Figure 3.2 year-wise 

growth rates of GDP and exports are presented. A close look at the Figure reveals no clear 

relationship between the growth rates for the 1980s but a co-movement of the two variables 

in the saure direction for the following decade. For example, while export growth rate falls in 

1984 followed by a rise in 1985 before falling again in 1986, the corresponding movements 

in the GDP growth rates have been completely opposite. In contrast, in the 1990s no single 

instance of opposite movement in export and GDP growth rate is noticed. What is, however, 

most striking about the 1990s is that even very high rates of growth of exports are associated 

with only slight changes in GDP growth. Thus, there is very little différence between the 

impact of as high as 30 percent rise (as in 1995) and just about 5 per cent change (as in 1999) 

in exports on overall GDP. Figure 3.3 provides the scatter of GDP and export growth rates. 

The line of best fit obtained through the scatter shows a positive relationship although the R2 

value is quite low. The estimated equation shows that on an average a one-percentage point 

rise in export growth rate is associated with a rise of GDP growth rate of 0.05 percentage 

point. 

12 Quarterly data are also not available. 
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Figure 3.2: Graphs of Exports and GDP Growth Rates 

Figure 3.3: Scatter of Growth of Exports and GDP 

-!- ------------------------------------- 

- - - - - - - - 
7-1 

- - - - - - - - - - - - . - - - - - - - - - - - - - - - - 

Growth of GDP = 0.0588 growth of exports + 3.7163 

R2 = 0.2344 
6- -- ----------- 

4j i 

â 4- -- - - - - * 

-------- 

-- . --------------------- - - - - - 
- - - - - -- 

' 
3 --------------------------------------------------------- --- 

a 

2 -------------------------------------------------------------- 

---------1- 

growth rates of exports (per cent) 

-6 -1 4 9 14 19 24 29 34 

70 



3.4.2. Unit Root Test of Variables 

As discussed in Chapter 2, in order to avoid the problem of spurious regressions, testing of 

variables for unit roots should precede the econometric estimation of the models. If variables 

possess integratiog properties, one should employ cointegration techniques to obtain a valid 

long-run relationship. To determine whether the variables can be considered either as 1(1) or 

1(0) sertes, Table 3.1 summarises the results of the DF and ADF regression test statistics 

while Figure 3.4 provides the graphical plots of level and first differenced variables along 

with their correlograms. It needs to be mentioned here that the integrating properties of inY, 

InK, lnL, 1nH were examined in Chapter 2 where 1nY and lnH were considered to be -1(1) 

but the order of integration for lnK and 1nL could not be determined. Therefore, it would be 

sufficient to test the unit roots for InX and 1nNXY in this case. 

Table 3.1: Results of the DF-ADF Unit Root Tests 
Without Trend With Trend 

Variables DF ADF DF ADF 
InY 2.75 2.82 -0.67 -0.36 
AlnY -3.81 -2.46 -4.82 -3.63 
LnK 15.21 1.58 1.56 0.23 
A1nK -0.92 -1.21 -1.65 -2.41 

LnL 3.84 1.65 -0.79 -1.30 
A1nL -1.80 -1.88 -2.48 -2.99 
LnX 1.61 2.30 -2.19 -2.21 

AInX -5.22 -2.48 -6.71 -3.33 

LnH -0.48 -0.54 -2.96 -3.44 
AInH -4.71 -4.40 -4.55 -4.26 
LnNXY 0.75 0.79 -1.87 -2.06 
AInNXY -4.30 -3.63 -4.23 -3.61 

Note: The 95 per cent critical value for DF and ADF test statistics without the trend terra is -3.02. The 
comparable statistic for DF-ADF regressions with the trend terra is -3.67. The null hypothesis is that the 
variable under the test is non-stationary against stationary. An absolute value of the test statistic greater than the 
corresponding critical value would imply rejection of the null. 

For 1nX, as Table 3.1 shows, the DF and ADF tests both with and without the trend cannot 

reject the null of unit root or non-stationarity. And on the first différence of lnX, AInX, while 

the DF tests can reject the null, but none of the ADF tests can. Since the ADF test is 

preferable to DF, the results of the unit root test should be considered as inconclusive. The 

first différence of InX picks up a larger variance in the mid-1990s showing some high growth 

of exports. This might have resulted in the failure of the ADF test in a relatively small sample 

that have only 20 observations. Second différence of InX was also tested for unit root and 

again none of the ADF tests could reject the non-stationarity hypothesis. Thus it seems that 

ADF tests cannot determine the integrating order on 1nX. The correlograms of A1nX, 
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however, depicts a pattern, which is comparable to that of a stationary variable. Moreover, 

the examination of individual sample ACFs of AInX failed to become statistically significant 

and, as shown in Figure 3.5 [a], all of them fell within the 95 per cent confidence interval 

defined for any stationary variable with 20 observations. Based on this evidence, M1nX can be 

considered as an -1(0) variable, or InX is -I(1). 

Figure 3.4: Plot of Variables and Correlograms 
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For non-export GDP, InNXY, all the DF and ADF tests suggest its non-stationarity on levels 

but for L\1nNXY the result of ADF test with the trend, contradicts the saure test without the 

trend. Figure 3.4 shows that the first différence of InNXY is not trended and, therefore, 

considering the ADF test without the trend it can be concluded that 1nNXY is -I(1). The 

statistical insignificance of individual sample ACFs of O1nNXY and, as Figure 3.5[b] shows, 

and their falling well within the 95 per cent confidence interval for a stationary variable with 

similar number of observations further support its non-stationarity. 

Figure 3.5: Sample ACFs of AInX and OInNXY and 95 per cent Error Bands 

Figure 3.5.Ial Sample ACF of DInX 
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3.4.3. Estimating the Bivariate Relationship 

Equations (4a) and (4b) postulate static bi-variate long-run relationship between export and 

GDP and export and non-export GDP, respectively. For these two equations, finding 

cointegration between the variables would be sufficient to infer about the long-run 

relationship. We first compute the first step of Engle-Granger procedure - the results of 

which are reported in Table 3.2. 

Table 3.2: Estimation of the Bi-variate Relationships 
Long-run static regression Adjusted DW Computed ADF Critical Value 

R2 Statistics' Statistics for Residual for ADF teste 

(4a): 1nY = 9.03 + 0.441nX 0.96 0.35 -2.33 -3.34 

(4b): InNXY = 9.59 + 0.38 lnX 0.94 0.33 -2.26 -3.34 

Note: 'DW stands for Durbin-Watson. ZThese critical values correspond to the 95 per cent level of confidence 
interval and are taken from Davidson and McKinnon (1993), p.722. 
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The estimates in Table 3.2 are super-consistent and the estimated standard errors are not 

reported since they do not provide valid inferences.13 The sign of the coefficient of InX in 

both regressions is positive, which is indicative of a positive association between X and Y and 

X and NXY. The estimated results show that a one per cent increase in exports is associated 

with 0.44 and 0.38 per cent increase in Y and NXY, respectively. However, these associations 

are truc if and only if the variables in the estimated equations are cointegrated. In this respect, 

what is worrying is the fact that the estimated Durbin-Watson statistics in the two estimated 

equations are smaller than the respective adjusted R2 values, which is usually considered as a 

symptom of spurious regression. The ADF tests for residual stationarity confirmed the 

suspicion of not having found cointegrating relationship as it is reported in Table 3.2 that on 

both occasions the computed ADF statistic falls far below the critical value. Hence, the null 

hypothesis of non-stationarity of residual (or non-cointegration) cannot be rejected at the 95 

per cent level and the results can be interpreted as not supportive of valid long-tun 

relationships between X and Y and between X and NXY.14 The residuals representing the long- 

run cointegrating vectors in equations (4a) and 4(b), RI and R2, respectively, along with their 

corresponding correlograms are shown in Figure 3.4, which clearly exhibit their non- 

stationary. 

Table 3.3: Bivariate Relationshiiin the Short-run 
01nY = 0.03 + 0.08" OlnX - 0.06 RI,-, 
(s.e.) (0.003) (0.029) (0.04) 
t-ratio 11.09 2.79 -1.40 

Adjusted R2 = 0.23 
Serial Correlation [X2(1)] = 0.02 
Functional Form [X22(1)] = 0.05 

Normality [X2(2)] = 1.14 
Heteroscedasticity [X2(1)] = 1.18 Heteroscedasticity [X2(1)] = 0.05 

Adjusted R2 = 0.08 
Serial Correlation [X2(1)] = 0.03 
Functional Form [X22(1)] = 3.59 

Normality [X2(2)] = 0.53 

Note: tdicates statistical significance at the five per cent level. For diagnostics Godfrey's (1978) LM test for 
serial correlation, Ramsey's (1969) RESET test for functional forrn, White's (1980) test for heteroscedasticity 
and Jarque-Bera (1987) test for normality of errors are performed. The 95 per cent critical values for X2(1) and 
X`(2) are 3.84 and 5.99 respectively, which are being used to test the null hypothesis of no problem of serial 
correlation, functional form, non-normality of errors and heteroscedasticity. 

Although there is no evidence of cointegration, Table 3.3 reports the short-run error- 

correction models corresponding to equations (4a) and 4(b). In the short-run, export is found 

to be positively and significantly influencing output only in the GDP equation (left panel in 

" The application of OLS to 1(1) variables yields super-consistent estimates, i.e., they converge on their true 
values at a farter rate than it would be the case if all stationary variables are used in regression ( see e.g., 
Gujarati 1995; Harris 1995). 
" Even at the 90 per cent level the non-stationarity of residuals cannot be rejected. 

OInNXY = 0.04 - 0.008 AInX - 0.042 R2,., 
(s.e.) (0.003) (0.03) (0.04) 
t-ratio 11.67 -0.28 -1.04 

Diagnostic Tests 
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Table 3.3); in the other model the sign of AInX is negative and the coefficient fails to be 

statistically significant. The error-correction terms in both models are highly insignificant, 

which also support the previous finding of no long-run relationship between X and Y and X 

and NXY. The short-run models do not report any problem concerning serial correlation, 

functional form, non-normality of residuals and heteroscedastic error variances. 

3.4.4. Multivariate Relationship 

One reason for not getting long-run relationship might be the exclusion of other relevant 

variables from the model. Therefore, we need to examine the export-growth relationship 

taking into consideration other variables that influence X and NXY and as specified in 

equation (3.5a), (3.5b), (3.6a) and (3.6b) above. The equations, as estimated in Table 3.2 

contain two variables and, therefore, only a test for cointegration is enough to determine the 

long-run influence of exports on output not requiring to compute valid standard errors, which 

the OLS cannot provide in the presence of non-stationary variables. In contrast, in equations 

(3.5a)-(3.6b), where there are more than one explanatory variables only the evidence of 

cointegration is not sufficient to infer about the significant influence of X or any other 

variables.15 It is important to determine statistical significance of individual variables. Since 

OLS do not yield valid standard errors, the Phillips-Hansen Fully Modified OLS 

(PHFMOLS) technique (Phillips and Hansen, 1990) is used to make the correct inférences. 

Having estimated by the PHFMOLS procedure, residuals obtained from the long-run 

regressions are tested for stationarity to check for a valid long-run relationship. 

Table 3.4 reports the results for equations (3.5a)-(3.6b) that were obtained using the 

PHFMOLS procedure. Since the PHFMOLS yields standard errors for valid inférences, they 

are also reported to see whether exports significantly influence output. Let us first consider 

the estimation of two neo-classical production functions, augmented by export i.e., equations 

(3.5a) and (3.5b). In both regressions, lnK and 1nL turn out to be correctly singed and are 

statistically significant at least at the ten per cent level. However, it is the export variable that 

produces the perverse result by appearing with a negative sign. When the dependent variable 

is GDP (InY), the coefficient of InX is insignificant but in non-export GDP (NXY) equation 

the negative effect is highly significant, at less than one per cent level. In fact, a one per cent 

increase in exports is found to be associated with 0.1 per cent fall in non-export GDP. There 

15 In an equation involving three variables, e.g., M, N and P it might be possible Chat the cointegration result is due to M and 

N only and the influence of Pin the regression is not significant. 
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is evidence for cointegration in the estimated equations. The computed ADF statistic for 

residuals in equation (3.5a), R3, is -3.83, which exceeds the critical value at the 90 per cent 

level. For equation (3.5b) the evidence for a valid long-run relationship is even stronger as 

the ADF test on the residuals, R4, returns a test statistic of -4.10 implying that the null of 

non-cointegration could be rejected even at the 95 per cent level. The graphs of R3 and R4 

and their correlograms, as given in Figure 3.6, behave more like stationary variables than 

non-stationary ones thereby providing support to the ADF test results. 

Table 3.4: Phillips-Hansen Estimation of Equations 5(a)-6(b) 
Equati on (3.5a ): 
1nY = 6.05"' + 0.25" InK + 1.11 "' InL - 0.01 lnX 
(s.e.) (0.69) (0.09) (0.16) (0.017) 
t-ratio 8.65 2.62 6.63 -0.67 
Unit Root Test for Residuals (R3) : ADFstatistic = -3.83 

Equation (3.5b): 
InNXY=6.96"'-0.18' lnK+ 1.42"' InL-0.11"' lnX 
(s.e.) (0.73) (0.10) (0.17) (0.01) 
t-ratio 9.46 1.80 8.04 -6.92 
Unit Root Test for Residuals (R4) : ADF statistic = -4.10- 

Equation (3.6a): 
1nY = 5.89"' + 0.26" lnK + 0.99"' InL + 0.15 1nH - 0.004 1nX 

(s.e.) (0.76) (0.09) (0.27) (0.24) (0.017) 
t-ratio 7.70 2.65 3.58 0.63 -0.22 
Unit Root Test for Residual (R5) . ADF statistic = -3.58 

Equation (3.6b): 
InNXY = 6.42"' + 0.196" lnK + 0.98" InL + 0.53" InH - 0.09"' lnX 
(s.e.) (0.74) (0.09) (0.27) (0.24) (0.016) 
t-ratio 8.60 2.07 3.64 2.20 -5.41 
Unit Root Test for Residuals (R6) . ADF statistic = -4.26 

Equation (3.6a)': After Deleting InL 
InY = 3.88"' + 0.45"' InK + 0.93"' InH + 0.025 InX 
(s.e.) (0.49) (0.08) (0.18) (0.020) 
t-ratio 7.86 5.28 5.08 1.25 
Unit Root Test for Residuals (R7) : ADF Statistic = -3.48 

Equation (3.6b)': After Deleting InL 
InNXY = 4.50"' + 0.37"' InK + 1.31 "' lnH - 0.058"' 1nX 

(s.e.) (0.49) (0.08) (0.18) (0.02) 
t-ratio 9.14 4.40 7.23 -2.87 
Unit Root Test for Residual: ADF Statistic = -3.77 

Note: , , and are for statistical significance at the one, Pive and ten per cent levels respectively. The 95 per 
cent critical values for the ADF test of unit root for residuals with 4 and 5 variables in the cointegrating 
regression are respectively -4.10 and -4.43. Corresponding critical values at the 90 per cent level are -3.81 and 
- 4.15. These critical values are taken from Davidson and MacKinnon (1993), as given in p.722 and cited in 
Johnston and DiNardo (1997), p.265. 
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In equations (3.6a) and (3.6b), the neo-classical production function is extended further to 

include human capital (H). The influence of InH fails to be significant and in terras of sign 

and significance of 1nX, equations (3.6a)-(3.6b) are not différent from the previous equations 

(3.5a)-(3.5b). The ADF test statistic on the residuals from the model (3.6a), R5, could not 

reject even the 90 per cent critical value, while the saure test statistic on R6, the residuals 

from model (3.6b), could reject at the 95 per cent level.16 

Figure 3.6: Plot of Residuals from Various Regressions and Correlograms 
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Note: The graphs are produced by using PcFiml, version 9.10 (Doomik and Hendry, 1997). 

5 

16 We should be careful in concluding that R5 is not stationary. This is because in equations (6a) there are two 
variables which are highly insignificant. Dropping these two insignificant variables from the model will greatly 
reduce the critical value for ADF test. Therefore, on the one hand, lnH and InX do not contrebute much in 

explaining the variation in the dependent variable and, on the other, their inclusion in the model raises the 
critical value. 
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Finally, following the argument that in a labour surplus economy, L should not be included in 

the aggregate production function, equation (3.6a)' and (3.6b)' explain GDP and non-export 

GDP in ternis of physical capital, human capital and exports only. With this, lnK and 1nH, in 

both regressions, become statistically significant at the one per cent level. The coefficient on 

InX turns out to be positive in GDP equation (3.6a)' but it fails to be significant at the 

conventional levels. The influence of 1nX in non-export GDP equation (3.6b)' continues to be 

negative and significant. It is observed that a one per cent rise in exports is associated with 

about 0.06 per cent fall in non-export GDP. The computed ADF test statistics on R7 and R8, 

the residuals obtained from (3.6a)' and (3.6b)', are lower than their critical values thus not 

supporting a conclusion in favour of cointegration. The correlograms of R7 and R8 also show 

large sample autocorrelation coefficients at the first, fourth and fifth lag orders and hence 

giving inconclusive results. 

The short-run error-correction models corresponding to the long-run equations of Table 3.4 

are given in Table 3.5. The reported error-correction models are parsimonious forms of 

general models where all insignificant variables have been deleted. 7 
It is evident from Table 

3.5 that ail error-correction terras are correctly signed and highly significant. Only on two 

occasions error-correction terras are greater than 1 (absolutely), however, in both cases the 

restriction that the actual coefficient was -1 could not be rejected at the 5 per cent level. 

Therefore, all the short-run models seem to support the long-run cointegrating relationship 

for all equations in Table 3.4. Turning to our variable of interest, it is observed that 

significant influence of export is only captured in the growth of non-export GDP equations. 

And, in every case, these are negative suggesting an inverse relationship between export 

growth and non-export output even in the short-run. On an average, a one per cent increase in 

export growth is associated with -0.05 - -0.085 per cent fall in non-export output growth. 

The estimated diagnostic test statistics indicate that in no instance do we have any problem 

related to serial correlation, non-normality of errors, functional form or heteroscedastic error 

variances. 

17 The results would not have changed qualitatively had the insignificant export growth variables not been 
deleted from the model. 
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Therefore, the general finding that emerges from Table 3.4 and Table 3.5 is that there is no 

evidence of exports influencing the GDP or non-export GDP positively. In static long-run 

regressions where growth accounting effect of exports in GDP is not separated, the effect of 

exports on output is at best insignificant. On the other hand, in all non-export GDP equations, 

export is found to be negatively influencing the output and these negative effects are highly 

significant. Similar effects of exports are also maintained in the short-run dynamic equations. 

3.4.5. Estimating the Federian Equation to Determine Externality and Productivity 
Differential Effects of Exports 

As mentioned above, following Feder (1983), the effect of exports on output is often modeled 

as externality plus a productivity differential effect. This results in estimating an equation of 

the form (3.3), where the coefficient on ça is interpreted as "the social marginal productivity 

gap between the export and the non-export sector relative to the private marginal productivity 

in the export sector" (Begum and Shamsuddin, p.101). Having estimated the equation for 

Bangladesh, Begum and Shamsuddin reported to have found significant externality and 

productivity differential effects. In this section, we make an attempt to verify the conclusion 

reached in Begum and Shamsuddin (1998). 

The estimating equation in Feder (1983) involves all variables on their growth rates thus 

wiping out the long-run relationship. One way of rationalizing this modeling effort is to 

consider that the relevant variables are cointegrated on their levels and the short-run 

dynamics are given by the actual estimating equation in (3.3). In such a case, in order to 

include the long-run information into the model, it is important to extend equation (3.3) by 

including an error-correction term, which should essentially provide the information on the 

long-run cointegrating relationship. For the present study, since the long-run relationship in 

GDP and non-export GDP equations have already been estimated in equations (3.5a) and 

(3.5b) of Table 3.4, the relevant residuals can be inserted into Feder's equation to establish 

the link between the short-run estimating equation and the corresponding long-run 

relationship among the variables. 

Table 3.6 provides econometric estimates of a number alternative formulation of Feder's 

equation. While equation 1 in Table 3.6 is the original estimating equation as in Feder (1983) 

and in Begum and Shamsuddin (1998), equation 2 is the modified version of the model 

incorporating the lagged error-correction terra, R3,1, representing the long-run relationship 
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between InY, 1nK, 1nL and lnX as estimated in Table 3.4. Due to the problem posed by the 

national income identity relationship between exports and GDP, equations 3 and 4 have been 

estimated with non-export GDP being the dependent variable. In equation 4, R4t-1 gives 

similar long-run relationship as in R3t-i but with respect to 1nNXY. 

Table 3.6: Estimation of a Variety of Feder's Equations 
1. Original Feder equation: dependent variable is dlnY 
à InY = 0.011 + 0.26 O1nK + 0.58 O1nL + 0.22 (XIY) A1nX 
(s.e.) (0.013) (0.22) (0.59) (0.34) 
t-ratio 0.86 1.18 0.98 0.65 

Adjusted R2 = 0.25; Serial Correlation [x2(1)] = 1.77; Functional Form [x2(1)] = 0.09 
Normality [X2(2)] = 1.21 Heteroscedasticity [x2(1)] = 3.51 

2. Feder equation as an error-correction model: dependent variable is AlnY 
A InY = -0.006 + 0.33"" DInK + 1.23"" A1nL - 0.15 (X/Y) O1nX - 0.95"" R3,_, 

(s.e.) (0.01) (0.14) (0.58) (0.24) (0.30) 
t-ratio -0.45 2.38 2.10 -0.61 -3.15 

Adjusted R2 = 0.53; Serial Correlation [X22(1)] = 0.003; Functional Form [X2(1)] = 0.45 
Normality [X2(2)] = 0.48 Heteroscedasticity [X2(l)] = Adjusted with White's (1980) procedure. 
3. Original Feder equation with the dependent variable AInNXY 
A InNXY = 0.015 + 0.275 O1nK + 0.54 01nL - 0.67"" (X/Y) AInX 
(s.e.) (0.012) (0.21) (0.56) (0.32) 
t-ratio 1.23 1.30 0.95 -2.06 

Adjusted R2 = 0.14; Serial Correlation [x2(1)] = 2.57; Functional Form [x2(1)] = 3.04 
Normality [X2(2)] = 0.20 Heteroscedasticity [x2(1)] = 0.56 
4. Feder equation as an error-correction model with the dependent variable àinNXY 
01nNXY = -0.010 + 0.22 O1nK + 1.76" MInL - 1.07" (X/Y) AInX - 0.97- R4,., 
(s.e.) (0.014) (0.18) (0.64) (0.30) (0.33) 
t-ratio -0.75 1.20 2.77 -3.50 -2.89 

Adjusted R2 = 0.43; Serial Correlation [X2(1)] = 0.27; Functional Form [X2(1)] = 2.77 
Normality [x2(2)] = 1.26 Heteroscedasticity [X22(1)] = 0.24 

Note: Statistical significance at the one, Pive and ten per cent levels are denoted by respectively , and . 

It is now obvious that in the original Federian formulation (equation 1 in Table 3.6), none of 

the explanatory variables including the weighted export growth variable turns out to be 

statistically significant. This is tantamount to finding that there is no significant productivity 

differential and externality effect as a result of the growth of exports. In equation 2 with the 

inclusion of the lagged residuals from the long-run relationship, capital and labour become 

statistically significant. R3,1 also appears to be highly significant providing justification to 

the use of Feder's equation under an integrated framework of cointegration and error- 

correction modeling. However, it is our variables of interest, 
C 

I. A In X , that flot only fails 

to become significant but also takes a negative sign. When the growth of non-export GDP 

(AlnY) replaces simple GDP growth as the dependent variable in the original formulation, 
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only the weighted export growth variable appears to be statistically significant. However, the 

negative sign of the coefficient implies that growth of exports adversely affects the non- 

export output. Finally, the non-export growth equation specified within the framework of 

error-correction modeling strategy (equation 4 in Table 3.6) also provides significantly 

negative coefficient on 
X J.MnXaiong with statistical significance of R4,1 and A1nL. It 

needs to be mentioned here that although the estimated models in Table 3.6 use labour and 

not human capital (H), we confirmed that the inclusion of the latter would not cause any 

qualitative change in the results reported. 

3.4.6. Trade Liberalisation and Export-Growth Relationship 

So far we have not considered the effect of trade liberalisation on the export-growth 

relationship. It might be that the relationship between exports and growth has undergone 

significant change, which is not captured in simple models that do not allow for structural 

breaks. In fact, one possible channel through which liberalisation is expected to influence the 

export growth relationship is through an alteration of one or more parameters of the model. 

This is to suggest that liberalisation might give rise to a situation where a given increase in 

exports has a greater influence upon the rate of economic growth than was previously the 

case. Therefore, it is important to check for parameter stability in the model. Our 

methodology for testing parameter stability is via the inclusion of intercept and slope- 

dummies on exports and other variables in the long-run regression equations for GDP and 

non-export GDP. 

Table 3.7 reports the results of parameter stability test in both the models for GDP and non- 

export GDP. Columns denoted by (1) and (4) test whether only the intercept dummy (for 

trade liberalisation), LIBDUM, is significant, while in columns (2) and (5) the significance of 

both the intercept and slope-dummies on exports, X-DUM, is tested. Finally, columns (3) and 

(6) have intercept dummy as well as slope dummies associated all the explanatory variables, 

viz., K-DUM, L-DUM, and X-DUM. It is found that the variables LIBDUM and X-DUM are 

not significant when they appear alone or together (i.e., in columns 1, 2, 4, and 5). However, 

when the intercept and all three slope-dummies are inserted together (i.e., in column 3 and 6), 

all variables including LIBDUM and X-DUM turn out to be significant at the one per cent 
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level.18 The sign of the intercept dummy and X-DUM are, however, negative in both cases. 

The negative and statistically significant coefficients on X-DUM would particularly imply 

that the influence of trade liberalisation on the export-output relationship has been negative. 

Although the estimated equations as presented in Table 3.7 involves variables on their levels, 

similar effects of liberalisation were also tested in the error-correction models. However, 

there was no evidence of any statistically significant influence of liberalisation on the export- 

growth relationship even in the short-run models.' 9 Therefore, although the results may 

appear to be surprising, taken as a whole are fairly conclusive. 

Table 3.7: Export-Output Relationship and Liberalisation 
Variables Dependent variable: InY Dependent variable: InNXY 

(1) 

""" 
(2) "", (3) (4) (5) (6) 

Constant 6.76 6.88 14.14""" 7.31""" 7.49""" 14.77 
(0.90) (0.87) (2.02) (0.97) (0.88) (2.10) 

lnK 0.14 0.14 -0.95""" 0.128 0.09 -1.00""" 
(0.13) (0.12) (0.30) (0.14) (0.12) (0.31) 

lnL 1.30""" 1.31 """ 2.94""" 1.51 """ 1.49""" 3.11 """ 
(0.22) (0.22) (0.46) (0.24) (0.22) (0.48) 

lnX 0.008 -0.005 0.21 """ -0.10""" -0.06" 0.15""" 
(0.02) (0.03) (0.05) (0.02) (0.03) (0.05) 

LIBDUM -0.011 -0.147 
-9.14""" 

-0.004 0.25 -8.47""" 
(0.008) (0.18) (2.23) (0.009) (0.24) (2.32) 

K-DUM - - 
1.41... 

- - 1.35""" 
(0.31) (0.36) 

L-DUM - - 
-2.45""" 

- - 
-2.23""" 

(0.67) (0.70) 
X-DUM - 0.012 -0.17""" - -0.02 -0.22""" 

(0.016) (0.07) (0.016) (0.07) 

Note: All equations are estimated using the PHFMOLS procedure. LIBDUM is dummy variable with 0 for pre- 
liberalisation period of 1980-91 and 1 for the post-liberalisation period (1992-00). K-DUM, L-DUM and X- 
DUM are the slope dumrnies with respect to capital, labour and exports and are constructed as respectively, 
(LIBDUM x 1nK), (LIBDUM x 1nL) and (LIBDUM x InX). Statistical significance at the one, Pive, and ten per 
cent levels are denoted respectively by """, "", and ". `-` indicates non-inclusion of the variable in the estimation. 

3.4.7. Export-Growth Causality and Trade Liberalisation 

The export-led growth doctrine not only postulates a positive association between exports and 

output but also contends that growth of exports leads to output growth. In empirical literature, 

this hypothesis has been examined by employing the Granger causality-testing framework as 

outlined in section 3.2 above [equations (3.1') and (3.1")]. Although, in the present study, we 

18 We should, however, note that the models including the intercept and all the slope dummies might be 
problematic giving fewer degrees of freedom, as there are only 20 years' data. Working with fewer observations 
than the present study, Greenaway and Sapsford (1994a) used only the differential intercept and export slope 
dummies and excluded slope dummies associated with other variables in the model. Despite having a small 
sample, the present study experiments with a general model to show that the results are quite consistent. 
j'' 

These results can be made available upon request. 
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could not uncover a significant positive association between exports and output, an explicit 

attempt is made to see whether there exists any direction of causality from growth of exports 

to output and if trade liberalisation influences the causality relationship significantly.20 

To carry out the Granger test, equations like (3.1)' and (3.1)" will be estimated. One 

important point in this regard is that there is evidence that causality tests are often sensitive to 

the choice of lag length (Gujarati, 1995). In the literature, there are a number of suggested 

procedures to determine the optimum lag lengths. Davidson and Mekinnon (1993), for 

example, advocate for starting with a large number of lags and then checking whether the fit 

of the model deteriorates significantly when the most insignificant ones are eliminated. On 

the other hand, Engle and Granger (1987) recommend beginning with fewer lags and then 

testing for added Tags. Apart from these, some have used information criterion, such as, 

Akaike's minimum Final Prediction Errors in determining the optimum lag lengths (e.g., 

Hsiao, 1979 and 1981). For a small sample, the determination of appropriate lag order is, 

however, notoriously difficult. This is because overparameterisation of the model to specific 

general methodology or information criterion may result in substantial loss of degrees of 

freedom. Bearing this in mind, Ghatak et al. (1997) working with 35 observations for 

Malaysia restricted the lag length to 1. Since in the present study we have only 20 annual 

observations, it might flot be inappropriate to considerjust one lag length. 

Table 3.8: Testing Causality from Growth of Exports to Growth of Output 
Coefficients [t-ratio] 

Causality Experiments 
1. t1nY on AInX 

2. MInNXY on AInX 

3. DInY on QInK, O1nL, AInX 

4. O1nNXY on O1nK, O1nL, AInX 

O1nX,-, LIBDUM DX-DUM EC terni 
0.023[0.65] - - - 

0.005[0.16] -0.107[-0.88] 0.01[099] - 

0.03[1.20] - - - 

0.028[0.85] -0.085[-0.66] 0.007[0.67] - 

-0.012[-0.40] - - -1.14 [-2.48] 
-0.003[-0.08] -0.004[-0.20] 0.03[0.50] -1.12'[-1.78] 

0.07[1.41] - - -0.69[-1.29] 
0.04[0.73] 0.013[0.56] -0.065[0.97] -0.69[-0.95] 

Note: DX-DUM is the slope dummy variable for AlnX and is constructed as LIBDUM x OInX , where 
LIBDUM is the liberalisation dummy with 1980-91=0 and 1992-00=1. The error-correction, EC, terni indicates 
the lagged residuals corresponding to the relevant long-run equation in Table 3.4. Figures within the 
parentheses, [ ], are t-ratios.. and * are statistical significance at the five and ten per cent level respectively. 

20 Strictly speaking given two variables, m and n, the direction of causality may exists either from m to n or from 
n to nt or both. Since the objective is to validate export-led growth hypothesis, we will test for the direction of 
causality from exports to output only. 
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Table 3.8 contains the results of the causality tests with regard to whether X causes Y and 

NXY and whether the intercept dummy and the slope dummy associated with growth of 

exports are significant in the causality model. Each causality experiment in Table 3.8 

accompanies two regressions. In the first regression the intercept dummy, LIBDUM, and the 

export-growth siope dummy, DX-DUM, are excluded while in the second regression they are 

added. In the results, only the coefficients on O1nX,_,, LIBDUM, DX-DUM, and error- 

correction terras are given, whenever they belong to the estimating equations, along with 

their t-ratios. The significance of J1nX will be a direct evidence of causal influence from X to 

Y, while the significance of the error-correction terra, when included, will imply the causality 

operating from the corresponding long-run relationship. Similarly, if LIBDUM and DX- 

DUM are found to be significant, it can be inferred that the causal relationships have been 

influenced by trade liberalisation. 

Equations (1) and (2) in Table 3.8 implement the causality tests for simple bi-variate 

relationship between export and output growth and between export and non-export output 

growth. Since it was revealed earlier that 1nX and inY and lnX and InNXY are not 

cointegrated, causality regressions in 1 and 2 have been run without the error-correction term. 

In equations 1 and 2, the coefficients of AlnX are not significant and neither are those 

associated with LIBDUM and DX-DUM. For the multivariate models of 3 and 4, as there 

were some evidence of cointegration, the causal experiment is carried out including the error- 

correction terra that corresponds to the relevant long-run relationship. However, in neither do 

we find any significant coefficient on DlnX, LIBDUM or DX-DUM. Only in one instance, 

i.e., the causality experiment 3, the error-correction terras are found to be significant. 

However, since even in the long-run equation the effect of 1nX on InY was found to be not 

significant, the significance of the EC terms in Table 3 is attributable to other variables such 

as, labour and capital, that cause the growth of output. Therefore, our results do not detect 

any signifrcant causal relationship from exports to output and also there is no evidence to 

suggest that trade liberalisation has influenced the relationship. 
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3.5. Interpretation and Implications of the Results 

The post-liberalisation regime in Bangladesh happens to be associated with a robust 

performance of the export sector and the export dynamism of the 1990s is considered to be 

one of the most successful achievements of trade reform measures. Since Bangladesh has 

embarked upon a strategy of export-led growth from an inward-looking trade and industrial 

regime, it is widely held that export success will drive economic growth in Bangladesh. In 

fact, a remarkable export performance of the past decade along with a relatively high growth 

rate of GDP in the post-liberalisation period seem to validate the export-led growth 

hypothesis for Bangladesh.21 

In this chapter, the export-growth nexus in Bangladesh has been examined carefully. Given 

the shortcomings associated with a large number of existing empirical studies on this subject, 

appropriate models were specified and suitable estimation techniques were employed to 

overcome them. The basic objective has been to test for long-run relationships between 

export and output, to validate the positive externality effects of exports on non-export sector 

and to ascertain the causality relationship running from exports to output as envisaged in the 

export-led growth hypothesis. Since unit roots in time series can result in spurious 

relationship, the estimation strategy explicitly examined the integrating properties of the 

variables. Due to the presence of non-stationary time series, cointegration techniques were 

used to confirm the long-run relationship statistically and in order to draw valid inférences 

the Phillips-Hansen Fully Modified OLS method of estimation was employed. 

When simple bi-variate long-run relationships between export and aggregate GDP and 

between exports and non-export GDP are examined, a positive coefficient on export is found 

in both equations. However, the estimated equations fail to represent valid cointegrating 

relationships. In multivariate analysis, the long-run effects of exports on GDP and non-export 

GDP are examined alter controlling for such factors as labour, capital stock and human 

capital. At this, while in no regression any significant positive influence on GDP could be 

found, in most cases the coefficient on export is negative but not significant. On the other 

hand, quite extraordinarily, the results show a significant inverse long-run relationship 

21 In Chapter 2 it was found that the post-liberalisation period of 1992-00 had been associated with a higher 
growth rate of GDP compared to that of pre-reform period of 1980-9 1. 
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between export and non-export GDP in every equation. It is rather worrying to observe that 

some of the estimated equations with a negative effect of export on non-export GDP provide 

quite strong evidence for cointegration (i.e., a valid long-run relationship among the 

variables). 

As discussed earlier, the original empirical framework (Feder, 1983) illustrating the 

externality effects of export on output fails to distinguish between long-run and short-run 

relationship and concentrates on short-run effects. In this chapter, an attempt was made to 

integrate the short-run model into the long-run relationship exploiting the cointegration 

technique. Besides, the original Feder-type equations were also estimated. Nevertheless, the 

resuits remain unchanged: in the GDP growth equations there is no significant influence of 

exports while, in the short-run non-export GDP equations, the coefficient on export growth is 

negative and highly significant. Therefore, these results are at variance with Feder's theory 

and the empirical evidence regarding the positive externality effects of exports on GDP put 

forward by Begum and Shamsuddin (1998) in the context of Bangladesh. 

The impact of trade liberalisation on the export-growth relationship was also examined. The 

resuits seem to suggest that in the post-liberalisation period, the effect of export on output has 

been weakened further. Finally, no evidence of causality running from export to output could 

be found to validate the export-led growth hypothesis for Bangladesh. 

On the whole, the resuits are in no way encouraging te, the proponents of the ELG hypothesis. 

It needs to be emphasised that this paper uses the revised GDP estimates, which extends its 

coverage to a number of sectors that were not accounted for previously resulting in some 

significant rise in the volume of domestic value added. Since the estimates of exports remain 

unchanged, the revised GDP data provide resuits in sharp contrast to the studies that have 

used the old GDP data. Nevertheless, if the revised data are to be considered as a better 

measure of Bangladesh's GDP, in light of the resuits of this study, there is a need for 

rethinking about the role of exports in promoting economic growth. 

It might be striking to many observers that the effects of very high or low export growth rates 

on GDP have been minimal (as seen in Figure 3.2) despite the fact that the share of exports in 

GDP has increased substantially. However, it should be noted that the GDP is a measure of 

(gross) `value added' while a significant proportion of exports are intermediate inputs that 
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does not comprise value added. And, it is the value added that contributes to GDP and not the 

sheer size or volume. While the liberalisation of trade regime has been accompanied by a 

robust performance of the RMG export, which has increased its share from as low as less 

than 2 per cent in the early 1980s to currently about three-fourths of total export receipts, 

most other important export items such as raw jute, jute goods, tea, leather and leather 

products, and frozen foods and shrimps have either stagnated or expanded at much slower 

rates.22 This has an important implication - the structural transformation in the export basket 

has been dominated by low-value added items as the backward linkages for RMG exports are 

much lower than all other major products. According to Dowlah (1999), in the 1990s 

Bangladesh imported about 85 per cent of the total fabric required for its exports of RMG as 

a result of which about 75 per cent of the industry's export earnings were used to import 

intermediate goods. Bayes et al. (1995) provide some estimates of total local value additions 

in various export items, which show that value addition for woven-RMG is only 30 per cent 

while the comparable figure for knit-RMG is 50 percent. All other export categories have 

value additions close to 100 per cent. Using the information, it can be calculated that between 

1991 and 2000, total domestic valued added in exports as percentage of GDP has risen only 

modestly - from 4.4 per cent to 7.1 per cent. Therefore, once the net contribution to the 

domestic economy is considered, the spectacular performance of the 1990s is overshadowed 

by the export industry's continued overwhelming dependence on imported raw materials and 

intermediate inputs. 

When the domestic valued added content of exports is so low, the finding of no significant 

effect of exports on output may not be surprising. This, however, does not help explain the 

significant negative effects of export on non-export GDP that were found in various 

regression equations. It might be possible that the process of trade liberalisation has resulted 

in reduced support for the non-export oriented firms thereby inducing the transfer of 

resources from high value-added import-competing sector to low value added export sector. 

22 It is not, however, clear as to what extent the trade liberalisation helped flourish the RMG sector. The growth 
of RMG industry in Bangladesh has largely been a result of a 'managed' world trade regime in textiles and 
clothing operated through the "Multi-Fibre Arrangement" (MFA). Under the MFA, the textiles and clothing 
sector enjoys a very high level of protection in the developed countries, as exports from developing countries 
have been controlled by strict quantitative restrictions. Many international business firms, in particular those 
from the Asian newly industrialising economies (NIEs), facing binding quota restrictions in their own countries, 
relocated part of their production and trade to Bangladesh. The availability of cheap and easily trainable labour 
for clothing production facilitated this process further. Besides, Bangladesh has also provided a number of fiscal 
and financial incentives to help accelerate the growth of the export sector, which are believed to have 
contributed to the developrnent of the sector. 
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How government resources are being used up in providing incentives to the low value added 

export sector also needs to be understood. If the support provided is at the cost of non-export 

sector, the opportunity costs of such resources might be greater than the social benefits of the 

incentive schemes. 

To conclude, the revised GDP estimate poses a challenge to the export-led growth hypothesis 

for Bangladesh as the new national income accounting data seem to undermine the `engine' 

role of exports in economic growth. Further research may be needed to verify whether the 

link between export and output is more complicated than the relationships specified in the 

present study. 
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Chapter 4 

The Effect of Exchange Rate Changes on Output 

4.1. Introduction 

Devaluation of the domestic currency is an important component of the orthodox stabilisation 

programme leading to trade policy reforms. By raising the domestic currency price of foreign 

exchange, devaluation increases the price of traded goods relative to non-traded ones. This 

causes a reallocation of resources resulting in increased production of exports and items of 

import competing sectors.l Devaluation is also believed to contribute to the enhancement of 

external competitiveness of the country allowing exporters to cut their product prices in foreign 

currency in overseas markets. Increased competitiveness further stimulates production in the 

export sector. On the other hand, as a direct consequence of nominal devaluations, import prices 

go up which is likely to depress the demand for imports in the domestic economy. Increased 

exports and reduced imports are expected to improve the external trade balance of the country 

and many developing countries have relied upon devaluation to correct fundamental disequilibria 

in their balance of payments.2 It is argued that by expanding the production of the traded sector 

in general, and exports in particular, devaluation should have an expansionary effect on the 

overall economy. 

However, although nominal devaluations help achieve the goal of relative price adjustment along 

with an improvement in trade balance, they might do so at a high cost. There are concerns that 

indirect costs of devaluation can actually outweigh its benefits adversely affecting the overall 

output growth. This is what is known as the contractionary effect of devaluation. 

' This is also known as expenditure-switching effect of devaluation. 
2 According to the economic theory, devaluation will improve the balance of payments if the Marshall-Lerner 
condition holds, i.e., the devaluing economy's demand for imports and demand for its exports are elastic. In fact, 
Marshall-Lemer condition specifies that the sum of both elasticities, in absolute terra, must be greater than one. 
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There are a number of theoretical reasons for a contractionary effect of devaluation. First, 

devaluation increases the price of traded goods, which feeds into the general price level 

rendering a negative real balance effect. This, in tum, results in lower aggregate demand and 

output (Edwards, 1986). Second, the contractionary effect might also result from income 

distributional effect of devaluation. This point was first made by Diaz-Alezandro (1963) who 

argued that devaluation could lead to a redistribution of income from people with high marginal 

propensity to consumption to high propensity to save rendering a negative effect on the 

aggregate demand. Third, if the demand for imported goods is inelastic due to the dominance of 

capital and essential intermediate and consumers' goods in a country's import basket, then 

devaluation may be contractionary (Upadhaya and Upadhaya, 1999). Apart from these demand 

side channels, contractionary effects can also arise from the supply side (Edwards 1986, 

Upadhaya and Upadhaya 1999). The increased cost of imported inputs might affect production 

and output adversely. Thus, while Hanson (1983) emphasizes the importance of imported inputs 

even in the production of non-traded goods, Lizondo and Montiel (1989) maintain that reduced 

profits in the non-traded sector caused by increased costs of imported inputs (e.g., oil) lead to 

contraction in aggregate supply after devaluation. Besides, the real balance effect of devaluation 

might raise the interest rate thus reducing the demand for working capital by the firms. Krugman 

and Taylor (1978), using a Keynesian framework, have identified certain conditions under which 

devaluations are found to be contractionary, viz., (1) if initially imports exceed exports; (2) 

consumption propensity out of profits and wages are différent; and (3) if government revenues 

are increased as a result of devaluation. 

Empirical findings on the consequences of devaluations on output are mixed. While Gylfason 

and Schmid (1983), Connolly (1983) provided some support for expansionary devaluations, 

Gylfason and Radetzki (1985) and Atkins (2000) encountered with contractionary effects of 

devaluation. Some interesting results are reported in Edwards (1986) and Rhodd (1993) where 

the authors found negative short-run effects but, in the long-run, the output response to 

devaluation appeared to be positive. Finally, there are other studies that do not fend any 

significant effect on devaluation (e.g., Bahmani-Oskooee, 1998 and Upadhyaya and Upadhyay 

1999). 
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Like many other developing countries, devaluation has been a major component of trade policy 

instruments in Bangladesh. Since the initiation of trade liberalisation programmes in the early 

1980s, the country has adopted a policy of frequent but small doses of devaluation at a time. 

Every time the government devalues the Taka, it ernphasises on enhancing the competitiveness 

of exports as one of the most important reasons for justifying the action.3 However, in light of 

the above discussions, it is legitimate to ask what has been the net effect of exchange rate 

changes on Bangladesh's overall economic activity. As emphasized in various studies, it is not 

possible to generalise the experience of developing countries and consequently nothing can be 

inferred about Bangladesh in the absence of an empirical research. While the issue of 

devaluation attracts so much attention in Bangladesh, discussions surrounding it are usually 

uninformed in nature due to lack of an in-depth study. The present study contributes to the macro 

policy discourse in Bangladesh more effectively by carrying out an empirical investigation into 

the impact of devaluation on output. 

The chapter is organized as follows: Section 4.2 provides the analytical framework specifying 

the output-exchange rate link. While Section 4.3 defines and constructs multilateral real 

exchange rate series for Bangladesh, Section 4.4 provides the empirical specification of the 

theoretical model and elaborates the sources of data. In Section 4.5, estimation results are 

presented followed by a summary of findings and some ensuing implications in Section 4.6. 

4.2. Theoretical Framework 

Edwards (1986), building on the analytical framework of Khan and Knight (1981) for analysing 

the effects of stabilization programmes on aggregate production in developing countries, has 

provided an influential work for guiding the empirical analysis on output-exchange rate 

relationship. Another useful framework is due to Rhodd (1993) who uses a simple three market 

Keynesian model to illustrate the relationship between output and exchange rate. For the present 

study, we shall consider the Rhodd's model as the basis for theoretical understanding and 

3 Containing trade deficit and encouraging increased inflow of remittances through official channels are two other 
major objectives of nominal devaluations. 
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subsequently empirical estimation will be based on the reduced form equation for real output 

derived from it. In Rhodd's model the goods market is represented by: 

Y=C+I+G+X-M 
Or, Y- C- G=I+X-M 

S=I,,+If 
S=S(Y,r);Sy>0,Sr>0 
Id=Id(Y r), Idy>0,Idr<0 
If=If(Y,e);Ify<O,Ife>0 

as 
S,= 

as ai,, aie ai f 
Sy - aY ar' Idr- aY' aY' Ifs 

Dr 

(4.3) 

(4.4) 

(4.5) 

(4.6) 

where, total expenditure, consumption expenditure, domestic investment expenditure, savings, 

government spending, net exports or foreign investment (Ir), domestic interest rate and exchange 

rate are represented respectively by Y, C, I, S, G, X-M, r, and e. Equation (4.3) shows the 

equilibrium between aggregate demand and aggregate supply. Equations (4.4), (4.5) and (4.6) 

show how S, 1d and If are determined in the model. Foreign investmemt (If), which defines the net 

build-up of claims on the rest of the world or (X-M) is expected to vary inversely with domestic 

income, Y, and directly with the exchange rate (e). As Y increases, imports increase and X-M 

worsens. An increase in e or nominal devaluation causes the trade balance to increase. 

Considering the money market, the equilibrium requires the balancing of money demand and 

money supply. Money supply is determined by monetary policy, while money demand is 

determined by income and interest rate. 

Mso = M'i 

Md = L(Y, r); Ly = amd 
> 0, L; = 

aa 
`' <0 (4.8) 
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The third and the final market in the model is the foreign exchange market, which gives the 

equilibrium of the demand for foreign exchange against its supply. Under a fixed exchange rate 

regime, the balance of payments is influenced by trade flows and financial flows with the former 

determined by Y and the latter by r. According to Rhodd (1993), the greater the level of income 

the worse the trade balance. Although capital flows can improve trade balance in the short-run, 

the long run effect is not known due to loan repayment and repatriation of dividends and interest. 

B = T (Y) + F (r) 

aB 

0 

aB = 

aY c ' ar 

(4.9) 

(4.10) 

To facilitate the solution of the model algebraically, the equilibrium conditions can be written in 

linear form as given in (4.11-4.13). 

So +S,Y+S2r-Ido -IJIY-Iit2r-I fo -I f1Y-I f2R =O 

Lo+L1Y+L,r=M, 

T, +T,Y+T2e+F +FY+F,r-B=0 

Equations (4.11) - (4.13) can be written in matrix form to give: 

(S1 -Idl -If1) (S, -If2) 0- 

L, L, 0 

(Ti +F,) F2 -1 

rY 

r 
B 

So + Ido + Ifo + If2e 

M, - Lo 

To -T2e-Fo 

(4.14) 

From (4.14), Y can be determined, which is given by:4 

Y 
= (L,So -L,Id,, -L2I fo -L2I f2e+M,S, +If2M,)-(S2Lo +If2M,) 

D 

1 Cramer's rule can be used to determine Y. 
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Where D = (S, -'dl - I f,)(L2)(-1) - (-1)(L,)(S2 - I f2) > 0 

ôY L21f2 

ôe D 

(L2<O,II>O,D>O) 

(4.16) 

The empirical model of our study is based on equation (4.15) that shows the relationship between 

real output, a measure of monetary policy as indicated by MS, the exchange rate, and government 

expenditure which is included in the saving-investment identity. By including fiscal and 

monetary measures, Rhodd's model shows that a devaluation is not undertaken by itself but is 

associated with other policy measures. 

4.3. Construction of RER for Bangladesh 

4.3.1. Real Exchange Rate: Definition and Measurement 

Since the discussions on the effects of devaluation on output usually consider the changes in the 

`real' rather than the `nominal' exchange rate, at the outset, it is useful to define the terni RER. 

Despite its importance, there is a great deal of confusion over the definition and measurement of 

RER. The two main strands of RER are purchasing power parity (PPP) and trade theory 

definitions. The PPP theory is based on the observation that exchange rate movements are 

determined by the différence between the domestic and foreign rates of inflation. If domestic 

inflation is higher than that of the foreign rate, the exchange rate will appreciate, and vice versa. 

Thus, the RER is defined as the ratio of foreign prices (Pf) to domestic prices (Pd) adjusted for 

the nominal exchange rate (local currency per unit of foreign currency) (E), that is, RER* _ 

E(Pf/Pû, where RER* is the PPP RER.5 On the other hand, the trade theory definition is derived 

5 In fact, the PPP theory is often postulated in terras of nominal exchange rate, which has two variants. The strong 
or absolute hypothesis postulates that the exchange rate between two countries should equal the ratio of the price 
levels in these countries. If R is the nominal exchange rate, P, and Pf are the price levels in the home and foreign 
country respectively, the strong version of PPP can simply be written as: R=POP,,. On the other hand, the relative or 
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from the dependent economy type model (e.g., Salter-Swan model), where RER is dehned as the 

ratio of price of tradables (PT) to non-tradables (PNT), or, RER = (Pr/PNT). A fall in RER, or a real 

appreciation, indicates an increase in the domestic cost of producing tradables reflecting the 

worsening of a country's competitiveness. Conversely, an increase in RER, or a real 

depreciation, represents an improvcment in a country's international competitiveness. 

Modem theoretical and empirical studies, however, have mostly used the trade theory definition 

of RER (e.g., Dornbusch, 1980; Edwards, 1988, 1989 and 1994; Elbadawi, 1994; Elbadawi and 

Soto, 1996; and Montiel, 1999a). This is because, although both RER* and RER provide indices 

of competitiveness, the latter also gives information on the domestic incentive structure and the 

consequent resource allocation between tradable and non-tradable sectors. The other important 

reason for wider acceptance of the trade theory definition is that developing countries are likely 

to fit the Salter-Swan model well since these countries have a significant number of non-traded 

goods and they are typically `small' countries that can hardly affect the world price of the traded 

goods (White and Wlgnaraja, 1991). Following the serninal contribution of Edwards (1988 and 

1989), the trade theory definition of RER lias become popular in empirical research on 

developing countries. In this study, we shall also use the tracte theory definition. 

Even though the tracte theory definition is useful for analytical purposes, il is difficult to compute 

the RER for a number of reasons. Firstly, data on prices of tradables and non-tradables are 

virtually non-existent and the construction of such indices for developing countries is extremely 

difficult. As a result, Edwards (1989) suggested using the world price of tradables (P`T) as a 

proxy for Pr, and domestic price of non-tradables (PI;vT) for P,VT. Thus, equation (4.17) can be 

considered as the operational definition of RER. 

weak version of PPP specifies that the exchange rate should bear a constant proportionate relationship to the ratio of 
national price levels. That is: R = O(POP11), where 0 is a constant scalar. Both versions of PPP suggest chat any 
change in price levels should resuit in equi-proportional change in exchange rate (Isard, 1995). For e3ample, 
logarithmic transformation of relative version would yield: InR = 0 + lnPj - lnP,,,and under the absolute version 0 

will be equal to zero. However, if we consider a change in the exchange rate then tlnR = àInPr - OInP'. That is, 
under either version of PPP a change in price ratio will call for an equi-proportionate change in exchange rate. In 

estimates of équations of the form: hnR = 0 + 0, InP1 +132 InP,, + v, , a test of the restrictions 131 =1, 132 _ -I would be 
interpreted as a test of the relative PPP, while the test of thé carne restrictions applied to the equation with use 
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RER=E Pf T 

L 

PNdT 
(4.17) 

Equation (4.17), however, does not really solve the problem, as it is not possible to find an exact 

empirical counterpart to the above analytical construct. This means we shah still have to use 

proxies for the two price indices. Following Harberger (1986) and Edwards (1989), it has now 

become an established practice to use the foreign whole sale price index (WPI) as a proxy for Pr 
and the domestic consumers' price index (CI'!') for P'INT. Studies that have used these two 

proxies include, Baffes, et al. (1999), Cottani et al. (1990), Dornac and Shabsigh (1999), Dorosh 

and Valdes (1990), Elbadawi (1994), Elbadawi and Soto (1996), and White and Wignaraja 

(1992). In the prescrit study, these two proxies have been used for constructing a RER séries for 

Bangladesh .6 

The next issue is whether to construct a bilatéral or a multilateral RER. It can be argued that a 

multilateral RER provides a better index of competitiveness. This is because even if Taka 

depreciates against one currency it might appreciate against others. Edwards (1989) provides 

evidence that the bilateral and multilateral indexes can move in opposite directions and lie 

advocates for constructing a broad multilateral index of the rcal exchange rate. 

Since we need to construct a multilateral RER for Bangladesh, two further issues are: which 

countries are to be considered and what weighting system should we use. The usual practice in 

this regard is to consider the important trade partners with weights (a) equal to the share of each 

partner in the country's trade transactions (i.e. cither exports or imports or both). Hence, (4.18) 

gives the basic formulation of the multilateral RER, where subscript t denotes time. 

k 
F. " I f , , RER, = La;, d with ,a; = 1 

=, CPI7 r=i 

(4.18) 

variables in first différences would be interpreted as a test of the absolute PPP. The PPP theory is, however, 

frequently restated in ternis of the real exchange rate. 
Note that in practical ternis the différence between RER* and RER is minimal. The RER* uses the ratio of the saure 

foreign to domestic price index (usually CPI), whereas the RER uses two différent indices. However, as the WPI and 

CPI indices are usually highly correlated, RER* and RER arc likely to be very similar. 
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4.3.2. Bilateral and Multilateral RERs for Bangladesh 

In order to construct the RER, initially 25 most important countries in terms of total value of 

trade transactions (i.e. exports plus imports) with Bangladesh were chosen.7 However, due to 

non-availability of the data on foreign prices, China, Hong Kong, and the United Arab Emirates 

had to be dropped.8 Indonesia and Iran were excluded because of abrupt and dramatic changes in 

their nominal exchange rates with respect to the US Dollar.9 

There is no clear-cut rule about whether to use the trade share of partners in a reference year or 

the average share over a longer time horizon. Whilst Edwards (1989) has worked out weights on 

the basis of one reference year, Dorosh and Valdes (1990) have used average share for a 

relatively longer time span. In this study, we compute the RER for Bangladesh on the basis of 

partners' average trade shares during 1995-2000.10 The weights thus obtained are: the US 

(0.218), India (0.142), Japan (0.093), Germany (0.080), the UK (0.069), Singapore (0.064), 

Korea (0.050), France (0.046), Italy (0.037), Netherlands (0.036), Belgium (0.024), Australia 

(0.022), Canada (0.021), Malaysia (0.017), Pakistan (0.0 17), Thailand (0.0 17), Denmark (0.0 12), 

Switzerland (0.012), Spain (0.010) and Sweden (0.010). 

It must be stressed here that when weights are used on the basis of the recorded or official trade, 

the share of India is underestimated, as there is a significant amount of informai (illegal) border 

trade between Bangladesh and India. A survey of ail border check-posts by Bakht (1996) found 

that the informai border trade with India in 1996 was about 50 percent of official trade with 

India. Again, based on a study by Rahman and Razzaque (1998), World Bank (1999) has 

suggested that the value of all such trade could be at least as high as official trade with India (i.e., 

' Data on Bangladesh's exports to and imports from différent countries have been obtained from various issues of 
the Direction of Trade Statistics of the IMF. 
a For China and Hong Kong, prices were available only for a short period of time. For UAE, no information on 
either CPI, WPI or GDP deflators could be found. 
' In the case of Iran, the exchange rate (rials per US dollar) rose sharply from 92.3 in 1992 to 2415 in 1993. On the 
other hand, Indonesia staged massive devaluations of its domestic currency in response to the so-called 'East Asian 
crisis'. 
10 Initial experiments showed that significantly différent RERs would not have been obtained by using the weights 
for différent periods. 
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about US$ 0.8 billion). Despite the fact that reliable estimates of informai trade are hard to obtain 

for every year, considering the widespread availability of Indian goods it might not be unrealistic 

to assume that the volume of informai trade with India is as big as the volume of formai trade. 

Since the RER is also used as an indicator of competitiveness, it is important not to 

underestimate the role of such a large neighbouring country as India. Therefore, we decided to 

compute another series of RER with weights derived from an enhanced bilateral trade with India 

by 100 per cent. For this, the re-estimated weights are: India (0.248), the US (0.191), Japan 

(0.082), Germany (0.04), the UK (0.061), Singapore (0.056), Korea (0.044), France (0.04), Italy 

(0.03), the Netherlands (0.032), Belgium (0.021), Australia (0.020), Canada (0.019), Malaysia 

(0.015), Pakistan (0.015), Thailand (0.015), Denmark (0.011), Switzerland (0.011), Spain (0.009) 

and Sweden (0.009). 

The data on WPI of partners and CPI of Bangladesh were gathered from IMF (2001)." However, 

there is no information available on Bangladesh's nominal exchange rates vis-à-vis ail partners. 

This required us to modify the RER formula so that each partners' exchange rate with the US 

dollar could be used to construct the index (Dorosh and Valdes, 1990; Sadoulet and deJanvry, 

1995). Precisely, PrT is computed as: 

k Pf - ar WPI; 

e; 
(4.19) 

where, e; is the period average nominal exchange rate expressed in units of a country's own 

currency per US dollar. Equation (4.19) was divided by Bangladesh's CPI and was then 

multiplied by the end period exchange rate of Bangladesh Taka vis-à-vis the US Dollar.12 

l Note that the data on WPI are not available for ail partners. In such cases, for some countries, if available, 
producers' prices were used. When either of the WPI and producers' prices was not reported, consumers' prices 
(CPI) were used. As correlations between WPI and CPI are usually high, the choice of price sertes should not make 
major différences. 
12 The exchanges rate between Dollar and other partners' currencies are the period average rate as reported in the 

IFS. However, we used the end period exchange rate between Bangladesh Taka and US Dollar to capture total 
devaluation of the Taka in one year from the preceding year. Our experiments showed that there would not have 
been any significant différence had we used the period average nominal exchange rate between the Taka and the US 

Dollar. 
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Table 4.1 reports four différent RER sertes for Bangladesh along with the bilateral nominal 

exchange rate between the Taka and the US Dollar. The multilateral RER computed using the 

weights based on the trade partners' formai trade is given by RERIMI while RERIND is the series 

which assigns a greater weight to India due to the existence of the informai border trade. Figure 

4.1 exhibits the graphical plots of RERM and RERIND along with the nominal exchange rate, 

NER, with respect to the US Dollar (i.e., Taka per US Dollar) - ail indexed to 1985=100. It 

shows that while the two RER series, in general, move in the saure direction, the movement is 

not always uniform. Especially in the 1990s, the relationship between RERM and RERIND has 

changed noticeably compared to their co-movement until the 1980s. This can be attributable to 

the frequent and large downward adjustments of the Indian Rupee with respect to the US 

Dollar. 13 

The most striking feature of Figure 4.1 is the two contrasting trends in the RERs: prior to the 

early-1980s the RERs (both RERM and RERIND) are increasing along with the nominal 

exchange rate (NER) but since the mid-1980s, they have remained at the saure level although 

during the same period the nominal rate increased by about 75 per cent. According to the 

definition given above, a rise in the index will imply depreciation of the RER and thus improved 

competitiveness. Therefore, from Figure 4.1 it can be concluded that since the mid-1980s 

nominal devaluations in Bangladesh have not resulted in any significant improvement in 

competitiveness. In other words, changes in the exchange rate have largely been offset by the fall 

in the foreign to domestic price ratio. 

Figure 4.2 provides a simple relationship between the growth of NER (nominal devaluations) 

and the changes in RERM. The left figure shows that during 1980-2000 only on four instances 

were the changes in the RERM greater than those of NER.14 The scatter plot on the right panel 

depicts a positive relationship between the changes in NER and RERM and the regression 

equation shows that a one percentage point change in the nominal rate is associated with about 

13 During 1990-95 India undertook a massive devaluation of its currency by about 95 per cent against the US Dollar, while the 
comparable figure for Bangladesh during the same period was only about 14 per cent. 
14 'Mis happened in 1987, 1990, 1994 and 2000. 
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0.68 percentage point rise in the RER index. However, this relationship must be considered with 

a great caution, as Figure 4.1 shows the relationship is more likely to have changed significantly 

between 1980s and 1990s.1 5 

Table 4.1: Estimated RERs for Bangladesh 

Year NER RERM RERIND RERB BRERIN 
1973 8.16 63.04 74.16 67.44 102.56 
1974 8.07 47.10 57.95 51.38 85.35 
1975 14.83 73.79 88.00 84.59 122.06 

1976 14.95 76.60 89.19 87.15 118.01 
1977 14.40 79.07 93.07 85.03 126.91 

1978 14.93 86.67 98.95 90.17 124.73 

1979 15.64 89.97 102.61 92.75 131.85 

1980 16.25 93.58 106.75 96.89 144.32 

1981 19.85 100.25 112.61 111.35 148.56 

1982 24.07 106.02 117.44 122.20 154.54 

1983 25.00 98.53 109.33 117.58 145.57 

1984 26.00 89.40 96.74 113.44 123.41 

1985 31.00 104.76 111.87 121.42 142.28 

1986 30.80 94.67 103.43 105.61 124.81 

1987 31.20 99.45 107.28 100.21 125.80 

1988 32.27 94.04 99.89 98.59 111.49 

1989 32.27 87.71 90.83 95.07 94.89 

1990 35.79 100.00 100.00 100.00 100.00 

1991 38.58 101.64 95.80 100.77 79.86 

1992 39.00 93.40 92.59 98.19 85.41 

1993 39.85 94.70 91.00 101.83 78.26 

1994 40.25 97.53 95.69 100.55 84.44 

1995 40.75 97.74 95.38 99.72 78.78 

1996 42.45 100.06 94.80 102.09 80.66 

1997 45.45 96.78 87.73 103.91 78.48 

1998 48.50 95.52 87.83 99.78 75.77 

1999 51.00 95.31 88.79 99.73 75.75 

2000 54.00 103.55 96.48 109.17 77.76 

Note: NER is the nominal exchange rate: Taka per US Dollar. RERM is the multilateral real exchange rate based on 
20 most important trade partners' currencies; RERIND is the multilateral RER but with an enhanced weight for 
India considering the existence of informai border trade; RERB is the bilateral RER with respect to the US Dollar 
only; and finally BRERIN is the bilateral RER with respect to Indian Rupee only. Except the NER ail are indexed 
with 1985=100. 

15 Indeed, for 1980-90 the estimated relationship is: O1nRERM = -0.062 + 0.88 1MnNER, with the coefficient on the 

explanatory variable being significant at the one percent level. But for 1991-2000, the estimated relationship turned 

out to be M1nRERM = -0.10 + 0.33 O1nNER and the coefficient on A1nNER was highly insignificant. Note that these 

regressions do not suffer from the problems associated with the non-stationarity of the time series data, as the two 

first differenced variables are stationary. 
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Figure 4.1: Movements in Nominal and Real Exchange Rates 
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Note: While RERM is the multilateral real exchange rate using the weights based on Bangladesh's bilateral formai 
trade with 20 most important partners', RERIND is the multilateral RER when a greater weight is assigned to India 
to take account of the existence of the widespread informai border trade between the two neighbouring countries. 
NER is the nominal exchange rate: Taka per US Dollar. 
Source: Authors' own computation as explained in the text. 

Figure 4.2: Relationship Between Growth in Nominal Exchange Rate and Multilateral Real 
Exchange Rate 
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Figure 4.3: Bilateral vis-à-vis Multilateral RERs 
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Note: RERM is the multilateral exchange rate as explained in Figure 4.1. RERB is the bilateral exchange rate with 
respect to the US Dollar only while BRERIN is the bilateral real exchange rate with respect to Indian Rupee only. 
Source: Authors' own estimates. 

Table 4.1 also provides the two bilateral real exchange rates with respect to the US Dollar 

(RERB) and to the Indian Rupee (BRERIN). Both the bilateral series depict significant variation 

from the RERM; particularly the one with respect to India differs a lot. It is found that in 

comparison with India, Bangladesh's competitiveness underwent a massive decline in the 1980s. 

In the 1990s, Bangladesh has just managed to prevent further deterioration in her 

competitiveness vis-à-vis India. In contrast, RERB moves rather closely to RERM except for the 

period of 1982-87 when the US Dollar depreciated considerably against other currencies. ' 6 On 

the whole, Figure 4.3 lends support to Edwards' (1989) observation that bilateral and multilateral 

RER can move differently. In the following, we will concentrate only on the multilateral RERs. 

1b For example, during 1982-87 the Yen-Dollar exchange rate fell from 259 to 175 resulting in more than 30 per cent appreciation 
in the Japanese Yen. 
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4.4. Empirical Specification and Data 

4.4.1. Empirical Model 

The theoretical model, as presented in Section 4.2, posits a long-run relationship between 

aggregate output and a vector of other variables comprising RER, a measure of fiscal policy, and 

an indicator of monetary policy. But mainly following Edwards (1986), most empirical studies 

(such as Atkins, 2000; Rhodd, 1993; and Upadhyaya and Upadhyay, 1999) also include the 

terras of trade (TOT) of the country, which is considered to render important influence on the 

growth of aggregate output. For a small open economy, TOT is exogenous and if not controlled 

explicitly in the experiment, some of its unaccounted for influence could be transmitted through 

the indicator of external competitiveness, RER. However, Atkins (2000) and Bahmani-Oskooee 

(1998) have ignored the incorporation of TOT in the model. It is true that, on the one hand, the 

theoretical model does not call for the inclusion of it, and on the other, many do not treat TOT to 

be an independent policy variable distinct from the RER (Dornbusch, 1986; Atkins, 2000).' For 

the present study, while we keep TOT in our main estimating equations, results without it will 

also be reported. 

In the empirical literature, there seems to be a consensus with regard to the use of government 

expenditure as a measure of fiscal policy but to represent the monetary policy two différent 

indicators have been used. While Edwards (1986) used a `money surprise' or unexpected money 

growth terra, Atkins (2000) and Rhodd (1993) have considered total domestic credit instead.'s 

For this study, the estimation of money surprise function, as specified by Edwards (1986), was 

not satisfactory and, therefore, it was decided to use total domestic credit (DC) to represent the 

17 This is because RER is often considered to be the terms of trade of the country. This is conceivable if it is 
assumed that the country in question cannot influence the world price of tradables, and consequently the ratio of 
partners' tradable goods' price to her own domestic non-traded goods is the terms of trade. 
ls Edwards defines money surprise as the actual rate of growth of nominal money (Olog M) less the expected rate of 
growth of nominal money (Mlog M*) where it is assumed chat expectations are formed rationally. This requires 
estimation of an expected money supply equation, which Edwards specified as 

0logM, = bo +b1AlogMr_1 +b, logM,_2 +b3DEF, where Mis the broad money, DEF is the budget deficit 

of the government and t is time subscript. Having estimated the money creation equation, the estirnated values of 
Alog M are subtracted from the actual money growth to arrive at the surprise money growth series. 
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monetary policy measure in the empirical modela' The use of DC can be justified because of its 

impact on income through domestic investment, and because the control of total bank credit (to 

government as well as to the private sector) represents one of main instruments of monetary 

policy in many developing countries including Bangladesh. Using the logarithmic transformation 

of the variables the empirical specification of the model thus can be written as:20 

In Y, = Ro + f, ln(TOT )+ R2 ln(GE,)+ F33 ln(DC,) + f34ln(RER,)+u, (4.20) 

where, In stands for natural logarithm, time is denoted by subscript t, Y, TOT, GE, and DC, stand 

respectively for real GDP, terras of trade, real government expenditure, domestic credit in real 

terras, real exchange rate, and u is the error term. In the above equation, it is expected that (3 2 and 

(33 are positive while the sign of (3' cannot be determined a priori. The coefficient (3a captures the 

effect of real devaluation on real output growth and is the primary interest of this study. 

4.4.2. Data 

We use the revised national income estimates by BBS (2000 and 2001), which is compiled by 

improving the old national income accounting methodology and widening the coverage. This 

revision has resulted in an increase in Bangladesh's GDP (in current prices) by 26-43 per cent. 

Under the new accounting system, the BBS provides comparable data for 1980-2000. As a result, 

our sample will be limited to only 21 annual observations. The TOT index has been estimated 

from the quoted unit value indices for exports and imports in the BBS (2000 and 2001). The 

TOT is defined here as the unit value index for exports divided the unit value index for imports. 

Data on total domestic credit are taken from Bangladesh Bank (2002). Government expenditure 

comprises government consumption expenditure (recurrent expenditure) as well as public 

investment expenditure allocated via the annual development plans. These data are taken from 

Chowdhury (1995) and from the Bangladesh Economic Survey 2002 published by the Ministry 

19 Rhodd (1993) reports that money surprise function also does not work out satisfactorily in his empirical 
investigation. Furthermore, in most regressions of Upadhyaya and Upadhyay (1999), money surprise terras were not 
significant. 
20 All empirical studies on the subject use log-linear models. One advantage of logarithmic transformation is that the 
estimated coefficients can directly be interpreted as elasticities with respect to the relevant variables. 
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of Finance of the Government of Bangladesh. The data on government expenditure and domestic 

credit are initially given in current prices but using the implicit GDP deflator (for the revised 

GDP) corresponding figures in real prices have been obtained. Finally, the variable, RER, has 

already been constructed in Section 4.3. 

4.5. Estimation Results 

4.5.1. Examining the Time Series Properties of Variables 

As a first step toward the estimation of equation (4.20), all variables are tested to determine 

whether they can be represented as a stationary or non-stationary process by employing the unit 

root tests and examining the correlograms and autocorrelation functions. Table 4.2 provides the 

results of DF and ADF tests on level and first différence of the variables both with and without 

the trend term in the regressions, while Figure 4.4 presents the graphical plots of level and first 

differenced variables along with their correlograms. 

Table 4.2: Unit Root Test of the Variables 
Without Trend With Trend 

Variables DF ADF DF ADF 
In Y 2.76 2.82 -0.67 -0.35 

Aln Y -3.87 -2.46 -4.82 -3.63 

InTOT -1.05 -0.94 -2.79 -1.61 

AInTOT -7.00 -2.63 -6.81 -2.53 

1nGE -1.00 -0.76 -2.94 -3.14 

A1nGE -3.49 -4.12 -3.67 -4.79 

InDC -0.15 -0.039 -1.82 -2.17 
A1nDC -3.66 -3.77 -3.56 -3.69 

1nRERM -4.69 -4.64 -4.50 -4.51 
A1nRERM -6.40 -6.13 -6.41 -6,05 

InRERIND -2.25 -1.68 -3.75 -3.48 
A1nRERIND -6.07 -4.78 -6.19 -4,79 

Note: The 95 per cent critical value for DF and ADF test statistics without the trend term is -3.02. The comparable 
statistic for DF-ADF regressions with the trend term is -3.67. 

We recall that the unit root test on aggregate output (GDP) was tested in Chapter 1 where, based 

on the evidence of sample ACFs and correlograms associated with O1nY, InY was considered to 

be an -I(1) variable. This is being supported in Figure 4.5(i), as all the sample ACFs of A1nY fall 

within the 95 per cent error bands defined for a stationary variable with 20 annual observations .2 
1 

21 Also, A lnY is the growth of real GDP and it does not make sense to consider that the growth rate of GDP can be 
non-stationary over a long period of time. 
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Figure 4.4: Plot of Variables on Their Levels and First Différences and Correlograms 
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The unit root tests on terras of trade variable (TOT) are also inconclusive. The tests cannot reject 

non-stationarity of InTOT but DF and ADF statistics on zlnTOT offer contrasting evidence. The 

graphical plot of A1nTOT, as shown in Figure 4.4, seems to be stationary, correlograms show 

random movement but the sample autocorrelation coefficient at the first lag order exceeds the 95 

per cent error bar. The second différence of the variable also could not reject the non-stationarity. 
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As mentioned earlier that in small sample the unit root test might prove to be problematic and 

given the graphical plots we will consider InTOT to be -I(1). 

Turning to government expenditure and domestic credit, we have rather strong evidence that 

these two variables are non-stationary on their leveis but stationary on their first différences. In 

the case of 1nGE, all DF and ADF tests cannot reject the unit root hypothesis, while similar tests 

on A1nGE decisively reject non-stationarity. Similarly, on the level of 1nDC the computed DF- 

ADF statistics fall below the corresponding 95 per cent critical values but ADF statistics on 

A1nDC exceed such critical values. The correlograms also clearly provide support to the unit root 

test results. 

Finally, we consider the unit root properties of the two RER sertes, RERM and RERIND. All DF 

and ADF test statistics very strongly reject the null hypothesis of non-stationarity on both the 

level and first différence of RERM suggesting that InRERM is -1(0). The graphical plots of the 

InRERM and AInRERM along with the corresponding correlograms also validate the unit root 

test results. Figure 4.5(iii) plots the sample autocorrelation coefficient of InRERM and the error- 

bars, which also confirm the non-stationarity of the variable. 

In contrast, the other multilateral RER, RERIND, appears to be an -I(1) variable. Apart from the 

DF test with the trend terra, all tests in Table 4.2 cannot reject the unit root for 1nRERIND, while 

the same hypothesis of non-stationarity is decisively rejected by every test. Examinations of 

correlograms and sample ACFs also support the non-stationarity of 1nRERIND and stationarity 

of A1nRERIND. 

That the integrating properties of 1nRERM and InRERIND are différent is obvious from Figure 

4.4. First differences of the two variables and their corresponding correlograms behave similarly 

and according to a stationary variable but the graphical plot of the two level variables and their 

correlograms are completely opposite: correlograms for InRERIND do not damp down while 

those of 1nRERM represent small autocorrelation coefficients and give random movements. 

Figure 4.5(iii) and 4.5(iv) exhibit the sample ACFs and error bars for both InRERM and 

InRERIND where it is observed that all autocorrelation coefficients for 1nRERM fall within the 

95 per cent confidence interval but, in the case of InRERIND such coefficients at the first two 
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laps fall outside the confidence interval. The most important implication of this contrast is that 

InRERM and InRERIND do not move uniformly overtime and it is not possible to find a long- 

run relationship between these two variables. In other words, RER obtained by considering the 

existence of informai border trade results in a completely différent sertes than the one obtained 

by considering the format trade only. 

Figure 4.5: Sample ACFs and Error-bars for O1nY, AInTOT, InRERM and InRERIND 
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4.5.2. Estimating the Long-run Relationship 

The estimating equation in (4.20) postulates a static long-run relationship among the variables. 

However, a valid long-run relationship can only be found if the variables in the model 

cointegrate. If 1nRERM is used as a measure of RER, equation (4.20) will have a mixture of 

-I(0) and .J(1).22 Then the question is whether the -I(0) regressors play a role in determining the 

I(1) variable. In one study, Holden and Perman (1994) considered a model with two I(1) and one 

1(0) variables. The authors used the Johansen rank cointegration procedure to determine a valid 

long-run relationship between the two I(1) variables and then included the 1(0) variable only in 

the short-run error-correction model. The procedure, thus, assumes that the 1(0) variable does not 

have any role to play in the long-run disregarding the economic theory behind it. On the other 

hand, Pesaran et al. (2001) observe that "the strict precondition for the saine order of integration 

of the variables in a model involves a certain degree of pre-testing, thus introducing a further 

degree of uncertainty into the analysis of a long run relationship". They have strongly argued that 

when variables in the estimating equation have différent orders of integration, it does not 

necessarily mean that they are unlikely to have any long-run impact. Pesaran et al. (2001) have 

also devised a strategy which tests the existence of a long-run relationship when the variables are 

a mixture of 1(0) and I(1). The procedure is based on an OLS estimation of unrestricted error 

correction model, a general specification of which can be written as: 

P R 

OInZ1 =a +y 1nX,_, +17c;O1nX,-, +18;OZ,_; +Ei 
i=1 i=O 

(4.21) 

Estimation of (4.21) in itself is not interesting since the existence of a long-run relationship can 

only be tested by examining the joint null hypothesis that y = = 0 with the help of either a 

Wald or an F test. The presence of a long run relationship requires the rejection of this null. 

However, as the asymptotic distribution of these statistics is non-standard, Pesaran et al. provide 

the necessary critical upper (Fu) and lower (FL) bound for the F test.23 The Fu are derived under 

the assumption that all variables are I(1) and the FL considers all of them to be I(0). If the 

22 This is because in section 4.5.1 it has been found that InY, InGE, 1nDC, and InTOT are 1(1) while InRERLI is 1(0). 
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computed F statistic (F), which is obtained by restricting that y = = 0, is greater than the 

critical upper value, i.e. F>Fu, we reject the null and conclude that there is a valid long-run 

relationship among the variables. If F<FL then no long-run relationship exists, and finally, if 
FL<F <Fu the test is inconclusive. Pesaran et al. clearly point out that "[I]f the computed Wald or 

F-statistic falls outside the critical value bounds a conclusive inference can be drawn without 

needing to know the integration/cointegration status of the underlying regressors."24 

Therefore, in order to determine the long-run relationship, we shall use the Pesaran et al. test. For 

this (5.14) was run with p=1 and g=0.25 The F statistic was computed at 4.47, which compares 

with Pesaran et al.'s critical values. The critical values for a model with four regressors at the 95 

percent level are FL = 2.86 and Fu = 4.01.26 Since the computed F statistic exceeds Fu, the null 

hypothesis of no long-run relationship between the variables in the model can be rejected. With 

this finding of cointegration, we now proceed to estimate the long-run equation using the 

PHFMOLS. 

Table 4.3: PHFMOLS Estimates of Long-run Relationship 
LnY = 6.147 + 0.081 InTOT + 0.331 = nGE + 0.32 InDC - 0.093 InRERM 
(s.e.) (0.222) (0.026) (0.028) (0.022) (0.045) 
t-ratio 28.36 3.12 11.72 14.50 -2.04 
Adjusted R2 = 0.996 
LnY = 6.227 + 0.065** InTOT + 0.327 InGE + 0.317" InDC - 0.077 1nRERIND 
(s.e.) (0.316) (0.0323) (0.029) (0.023) (0.05) 
t-ratio 19.69 2.01 10.95 13.32 -1.53 
Adjusted R2 = 0.996 

Note: Statistical significance at one, five, and 10 per cent level are given respectively by ,", and'. 

The top row in Table 4.3 gives the Phillips-Hansen estimates of the long-run relationship when 

the real exchange rate is represented by 1nRERM. It is found that the terms of trade, government 

expenditure and domestic credit turn out to be correctly signed. The terms of trade elasticity is 

estimated at 0.08. While a 10 per cent rise in government expenditure is found to be associated 

23 Pesaran et al. give both the critical values for Wald and F Statistics. In this study, we shall only consider the F- 

statistics. 
21 Pesaran et al. (2001), p.1. 
25 Since we have a small sample, over parameterisation of the model can be very problematic in terras of having 
fewer degrees of freedom. Such choice of lag order can be rationalised by the fact that we are using annual data in 

this exercise. 
26 The critical values correspond to unrestricted intercept and no trend in the regression equation. 
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with a 3.3 per cent increase in aggregate output, almost similar magnitude of elasticity is also 

estimated for domestic credit. TOT, GE and DC all corne out to be statistically significant at the 

one per cent level. 

The parameter of our interest in Table 4.3, i.e., the coefficient on 1nRERM is negatively signed 

and is statistically significant at the five per cent level. The negative sign on the coefficient 

indicates that as the RER index rises, (or nominal currency adjustments, which result in real 

devaluations), aggregate output falls. The estimated coefficient of 1nRERM suggests that a one 

per cent rise in RER index will result in a 0.09 per cent decline in the GDP. 

Although Pesaran et al. (2001) test was carried out to infer about the cointegrating relationship of 

the estimated equation, autocorrelation coefficients of the residuals from the long-run 

relationship were examined to verify the cointegration results. Figure 4.6 gives the graphical 

plot of the cointegrating relationship and its autocorrelation coefficients upto the 5`h lag order 

along with the 95 per cent level error bar. The graph seems to portray a stationary nature of the 

long-run relationship and all the autocorrelation coefficients are also found to lie within the 

confidence interval. 

The bottom row in Table 4.3 estimates the Iong-run relationship using InRERIND as a measure 

of RER. Recall that in contrast to InRERM, 1nRERIND is an -I(1) variable. Therefore, usual 

Engle-Granger procedure can be undertaken to infer about the long-run relationship. It is 

observed that the use of 1nRERIND does not change the sign and significance of TOT, GE and 

DC. Moreover, the size of the estimated parameters is very much comparable to the previous set 

of estimates. The coefficient of 1nRERIND is again negatively signed and more or less 

comparable to 1nRERM but it fails to be significant at the conventional level. In fact, the 

coefficient becomes significant only at the 20 per cent level. The ADF test statistic of the 

estimated residual from this equation was computed at -4.12 against its critical value of -5.19 

thus failing to reject the null hypothesis of non-cointegration. But as discussed earlier that the 

ADF test has low power and the critical values are very demanding in small samples, 

examination of the residual plot and autocorrelation coefficient should be considered before 

discarding the long-run validity of the model. Figure 4.7, however, shows that the residuals 
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behave like a stationary variable and particularly, based on the evidence of autocorrelation 

coefficients, the cointegrating relationship of the estimated equation in the bottom row of Table 

4.5 should not be rejected. 

Figure 4.6: Estimated Cointegrating Relationship with InRERISM and the Sample ACFs 
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Figure 4.7: Estimated Cointegrating Relationship with InRERIND and the Sample ACFs 
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In Section 4.4 it was mentioned that there is some debate over the use of TOT in the regression 

model. Therefore, it might be of interest to know how the results change if inTOT is dropped 

from the equations in Table 4.3. Table 4.4 now shows that the exclusion of InTOT does not 

change the size and significance of 1nGE and 1nDC much. Moreover, the coefficient on 1nRERM 

is marginally increased (absolutely) but the negative sign on it and the level of statistical 

significance remain unchanged. The biggest change, however, is associated with 1nRERIND. 

The estimated parameter is now almost twice as big as the one in Table 4.3 eventually becoming 

significant at the five per cent level maintaining the negative sign on it. This result strongly 

suggests that the contractionary effect of changes in the exchange rate on real output over the 

long-run is not subject to the choice of the terms of trade variable in the model. The residuals 

obtained from the two estimated equations in Table 4.4 behaved almost in a similar fashion as 

the ones in Figures 4.6 and 4.7.27 

Table 4.4: PHFMOLS Estimates of the Long-run Relationship Excluding InTOT 

InY = 6.039*" + 0.3534" InGE + 0.344 InDC - 0.112i* InRERM 
(s.e.) (0.262) (0.032) (0.0257) (0.05) 
t-ratio 28.36 10.85 13.36 -2.07 
Adjusted R2 = 0.996 __ __ _ _ _ _ _ __ 

InY = 6.477 + 342 InGE +E +E 0.3286 1nDC - 0.136 1nRERIND 
(s.e.) (0.330) (0.031) (0.0265) (0.047) 
t-ratio 19.60 11.01 12.37 -2.889 
Adjusted R2 = 0.996 

Note: Statistical significance at one, five, and 10 per cent level are given respectively by , and . 

4.5.3. Short-run Dynamics 

Table 4.5 gives the resultant short-run model corresponding to the top row in Table 4.3. 28 It is 

observed that the short-run domestic credit and government expenditure elasticities are 

respectively 0.18 and 0.09. The terms of trade variable failed to register statistical significance 

and hence was dropped. Just like its long-run counterpart, the coefficient on A1nRERM is 

negative and statistically significant. In the short-run, therefore, a one per cent rise in RER index 

results in about 0.06 per cent fall in aggregate output. The error-correction terra, RESMI.i, is 

77 These are available from the authors on request. 
28 Due to small sample size, only the first tag of the first differenced variables were tried in the general mode. None 
of these variables were found to be statistically significant justifying their deletion. 
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correctly signed and significant at the one per cent level indicating a valid representation of the 

long-run model. The coefficient suggests that it takes about two years to correct all short-run 

disequilibrium errors. The explanatory power of the short-run model is, however, low as only 

about 46 per cent of the variation in the growth of the real GDP can be explained by the right- 

hând side explanatory variables. The diagnostic tests as given by serial correlation, functional 

form, normality and heteroscedasticity do not suggest any problem. 

Table 4.5: Short-run Error-Correction Model with iInRERM 
A1nY = 0.241 

""" 
+ 0.178""" A1nDC + 0.094"" AInGE - 0.058"" AInRERM - 0.57""" 

RESM,., 
(s.e.) (0.004) (0.046) (0.036) (0.029) (0.155) 
t-ratio 5.06 3.81 2.56 -2.03 -3.65 

Diagnostic Tests 
Adjusted R2 = 0.46 

Serial Correlation: x2(1) = 2.68 Functional Form: x2(1) = 1.68 
Normality: X2 (2) = 1.00 Heteroscedasticity: x22(1) = 0.57 

Note: , and are for statistical significance at the one and Pive per cent levels, respectively. The serial correlation 
test is based on Godfrey's (1978) LM test for serial correlation; Functional Form on Ramsey's (1969) RESET test; 
Heteroscedasticity on White's (1980) test; and Normality of residuals on Jarque-Bera (1987) test. The computed test 
statistics for serial correlation, functional form and heteroscedasticity are follow a chi-square distribution with one 
degree of freedom while normality test statistic follows a chi-square distribution with 2 degrees of freedom. 

Table 4.6: Short-run Error-Correction Model with OInRERIND 
A1nY = 0.255""" - 0.024 AInTOT + 

0.169""" 

AInDC + 0.086"" AInGE - 0.049"" AInRERIND - 0.50'"" 

RESI,_i 
(s.e.) (0.005) (0.027) (0.049) (0.042) (0.03) (0.161) 
t-ratio 4.76 -0.89 3.42 2.03 -1.47 -3.13 

Diagnostic Tests 
Adjusted R2 = 0.39 

Serial Correlation: x22(1) = 1.87 Functional Form: x2(1) = 1.63 
Normality: x2(1) = 0.75 Heteroscedasticity: x2(1) = 1.11 

Note: d 'r-are for statistical significance at the one and five per cent levels, respectively. The serial correlation 
test is based on Godfrey's (1978) LM test for serial correlation; Functional Form on Ramsey's (1969) RESET test; 
Heteroscedasticity on White's (1980) test; and Normality of residuals on Jarque-Bera (1987) test. The computed test 
statistics for serial correlation, functional form and heteroscedasticity are follow a chi-square distribution with one 
degree of freedom while normality test statistic follows a chi-square distribution with 2 degrees of freedom. 

The estimated parameters of the short-run model in Table 4.6 are, in general, comparable to 

those in Table 4.5. The coefficient on O1nRERI cornes out to be negative but falls short of 

becoming statistically significant at the conventional levels.29 Therefore, although point estimate 

indicates a contractionary effect of devaluation, the confidence interval of the coefficient also 

contains a zero value for it. The error-correction terra RESI,-,, which is the lagged residual from 

29 The coefficient is significant only at the 20 per cent level. 
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the long-run relationship, is correctly signed and shows that it takes about 2 years to converge to 

the long-run relationship from any short-run disequilibrium situation. The adjusted R2 for the 

model is only 0.39 but the diagnostics do not report any problem with regard to either serial 

correlation, or model misspecification, or non-normality of errors or heteroscedastcity. 

Table 4.7: Estimation of Short-run Models with Additional Dummy Variables 
Variables _ Dependent_Variable is_ O1nY 

Coefficients 
(s.e.) 

Coefficients 
(s.e.) 

Coefficients 
(s.e.) 

Coefficients 
(s.e.) 

C 0.008 -0.027" 0.0065 -0.0292 
(0.008) (0.013) (0.01) (0.036) 

A1nDC 0.17" 0.199" 0.158" 0.179" 
(0.042) (0.033) (0.044) (0.038) 

AInGE 0.112" 0.176"* 0.121 0.188'" 
(0.034) (0.033) (0.039) (0.04) 

AInRERM -0.068" 
-0.11... 

- - 

(0.026) (0.024) 

A1nRERIND - - -0.057' -0.099" 
(0.029) (0.029) 

RESM,_, -0.505 *" 
-0.48... 

- - 

(0.143) (0.11) 

RESI,_, - - -0.453" -0.42... 
(0.147) (0.12) 

D89 0.016" 0.025" 0.018" 0.0276- 
(0.007) (0.006) (0.008) (0.008) 

D86 - 0.024" 0.022" 
(0.007) 

Diagnostic Tests 
(0.008) 

Adjusted R2 0.57 0.75 0.50 0.66 

Serial Correlation: x2(1) 0.21 0.12 0.038 0.55 

Functional Form x2(1) 4.28" 2.64 3.38 3.24 

Normality: x2(1) 0.89 0.53 0.918 0.61 

Heteroscedasticity: x2(1) 0.35 0.0015 0.07 0.009 

Note: Statistical significance at the one, five and ten per cent levels are indicated by and D89 is the dummy 
variable - 0 for 1989 and 1 for otherwise and similarly D86 is another dummy variable with 0 for 1986 and 1 for 
otherwise. 

As mentioned earlier, both the short-run models have somewhat low explanatory powers in 

contrast to high R2 associated with their counterpart long-run models. It is possible that in the 

short-run many other factors influence aggregate output growth about which the theory is silent. 

This, however, should not point toward any estimation or misspecification problem especially 

when the diagnostic tests do not detect any such problem. Nevertheless, an attempt was made to 

see whether such low explanatory power could be attributable to any particular atypical year. For 

both models in Tables 4.5 and 4.6, the largest error was associated with the year 1989. When a 

dummy for this year was incorporated the explanatory power was increased to 0.57 for the model 
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with RERM and to 0.50 for the model with RERIND (see Table 4.7). Insertion of another 

dummy for 1986 increased the adjusted R2 to 0.75 and 0.66 respectively. Interestingly, Table 4.7 

shows that the regressions with the dummy variables (either only for the year 1989 or for 1989 

and 1986) make the coefficient on O1nRERIND statistically significant, while the significance of 

1nRERM becomes even more prominent.30 These results seem to suggest that significant 

contractionary effect of downward adjustment of the RERIND on the aggregate output in the 

short-run is overshadowed by influential observations like 1989 and 1986. 

4.6. Summary of Findings and Implications 

The effect of the exchange rate on aggregate output has been a longstanding controversy in 

applied macroeconomics. The issue is important for a country like Bangladesh where exporters 

often demand for downward adjustment of the domestic currency in order to become more 

competitive in the international markets in sharp contrast to counter-productive arguments of 

devaluation put forward by the consumers and the domestic producers relying on imported goods 

for consumption and production. Apart from these, the government has a principal objective of 

maintaining sustainable trade balance for which often currency adjustment becomes essential. 

Theoretical possibilities of having both contractionary and expansionary effects of devaluations 

on aggregate output imply that, for any country the net impact has to be determined empirically. 

This study has made such an attempt to assess the output effects of exchange rate changes in 

Bangladesh using the new national income accounting data for 1980-2000. 

The empirical specification, used in the study, is derived from a three-market Keynesian model 

that posits a long-run relationship between the real GDP and a vector of right hand side variables 

including terras of trade, government expenditure, domestic credit and real exchange rate. For 

empirical investigation, the study constructs two sertes of multilateral real exchange rate: one 

based on the weights associated with Bangladesh's bilateral formai trade with top 20 countries 

(RERM) while the other (RERIND) still considering the same partners but assigns a greater 

weight to India due to the existence of a large volume of informai border trade. 

'0 Since AInTOT was not significant in various regressions, it has been deleted from the results reported in Table 
4.7. 
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The estimation strategy considered the examination of the time series properties of the variables 

in the regression to avoid the problem of estimating a spurious relationship. In the light of the 

non-stationarity of the model variables, cointegration techniques were used to validate the long- 

run relationship. The results show that in the long-run the real exchange rate variables are 

associated with a negative sign, which implies contractionary effects of devaluation for 

Bangladesh. However, the contractionary effect appears to be statistically significant only in 

equations that use either the multilateral RER purely based on formai trade or excludes the terms 

of trade variable. In order to capture the short-run dynamics, error-correction models were 

constructed and again the results were in line with the long-run equations. That is, significant 

contractionary effect was found for the equation with RERM but when RERIND was used a 

negative but insignificant impact was observed. The study, however, reveals that, in the short- 

run, the negative coefficient on RERIND becomes significant if just one outlier is forced to fall 

on the fitted line. 

Therefore, the main finding of the study can be summarized as follows: There is no evidence of 

any expansionary effect of devaluation on output in Bangladesh. Point estimates of RERs are 

always negatively signed suggesting that downward adjustments of the Taka adversely affect 

overall production. 

Several factors can be identified which are responsible for the above result. First of ail, it is not 

very difficult to perceive that the scope of enhancing external competitiveness through nominal 

devaluations is limited in Bangladesh. The country's export basket is dominated by ready-made 

garments, which are overwhelmingly dependent on imported raw materials and equipments. For 

a small open economy, import prices in foreign currency are fixed and consequently when the 

home currency depreciates, import prices will rise by the full extent. This severely reduces the 

capacity of exporters in a heavily-import dependent industry to benefit from devaluation. 

Moreover, when the backward integration of any particular export industry is weak, whatever 

price incentive given to it fails to generate adequate supply stimulus that could eventually 

outweigh the negative effect of rising costs of production in ail other sectors following 

devaluation. For the same reason, the argument that other countries improve competitiveness and 

expand output by devaluing their currencies may not justify devaluation in Bangladesh. 
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Considering the case of textiles and clothing, there is no denying that Bangladesh's competitors, 

such as China, India, Korea and Pakistan, enjoy a greater amount of domestic value added and, 

as a result, devaluation of their currencies might not increase the cost of production by as much 

as would be in the case of Bangladesh's producers. Thus, while devaluation might constitute a 

competitiveness argument for exporters leading to expanded economic activities in those 

countries, for Bangladesh such a scope is severely limited. 

For all other exports with relatively large domestic content, such as, jute and jute goods, tea, 

frozen fish, and leather and leather products can devaluation be argued to be an effective supply 

stimulus? The problem of jute and jute goods is well-known as they compete with cheap 

synthetic substitutes in the world market and it is doubtful whether devaluation alone can protect 

its competitiveness in the long-run. On the other hand, for tea, frozen fish, and leather products, 

Bangladesh is a very small supplier of these commodities and the relative significance of these 

sectors in overall GDP is not prominent enough to generate adequate supply response.31 In fact, 

it is the supply capacity that is more important for increasing exports and providing only price 

incentives through devaluation is not sufficient for achieving an expanded capacity. 

Bangladesh is a country with a high ratio of import to GDP (currently about 18 per cent) and a 

significant proportion of these imports is in the form of intermediate inputs, raw materials, and 

plants and machinery, which cannot be produced domestically but are essential to the country's 

production processes in the non-export and non-traded sectors. By making these imports costlier, 

devaluation might have resulted in reduced profits and contracted the funds to be reinvested in 

these sectors thereby adversely affecting output and economic growth. Very little is known about 

how consumers substitute between imported goods and domestically produced goods (or, 

between tradables and non-tradables). If imports are price inelastic, it could be possible that 

following devaluation, consumers cut back spending on home goods to offset the price rise of 

imported items. This can result in contractionary effect in the import-competing and non-traded 

sectors. 

31 Total receipts for Bangladesh from combined exports of leather. tea and frozen food stood at US$ 0.8 billion in 

2000. 
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It is to be acknowledged that maintaining a sustainable external balance under a fixed or 

managed system of exchange rate is a challenging task. In the face of an unsustainable trade 

balance, it often requires downward adjustment of the nominal exchange rate, which is 

undoubtedly among the most unpopular policy decisions. On the other hand, under a flexible 

exchange rate system, the adjustment is automatic and the policy makers do not have to decide 

whether to devalue or not although the government can exert some influence in a market friendly 

way. In recent times, Bangladesh has been suggested to adopt a freely floating exchange rate 

regime and the government is seriously contemplating a move to that direction. A free-floating 

exchange will certainly ensure long-run equilibrium in the balance of payments but, in the 

absence of a sound management, there might be short-run fluctuations which are destabilizing in 

nature, hostile towards inflow of foreign capital, and impede domestic investment decision both 

in the traded and non-traded sectors. There is also an apprehension that free floating exchange 

will result in considerable depreciation of the Taka. The results obtained from our study imply 

that such a situation might have serious consequences for Bangladesh as a 10 per cent 

devaluation is found to be associated with as high as 1.3 per cent decline in aggregate output. 

Therefore, it is important to strike a delicate balance between maintaining a sustainable trade 

balance and ensuring growth in overall output. A smooth transition toward a flexible system 

along with the central bank's capacity of absorbing shocks and preventing rapid depreciation 

would have important bearings on the growth performance of the economy. 
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Chapter 5 

Trade Liberalisation, Poverty 'and Inequality 

5.1. Introduction 

Any study on the impact of trade liberalisation is inevitably confronted with the rieed for 

addressing the issue of poverty and inequality. In fact, the underlying reason for undertaking 

trade liberalisation is to facilitate growth, which is perceived to be one of the most important 

ingredients in the package of poverty alleviating (anti-poverty) measures. There is also 

empirical evidence to suggest that "growth is good for poor" (Dollar and Kraay, 2001). 

However, the theoretical connection between trade liberalisation and poverty is quite 

complex and the country specific empirical analysis is plagued with methodological 

limitations and data constraints. The objective of this chapter is to provide a brief discussion 

on the link between trade liberalisation and poverty and then to highlight the problem of 

empirical assessment in the context of Bangladesh. The chapter also presents some 

descriptive analysis of poverty and inequality situation in the pre and post-liberalisation 

periods. 

5.2. Trade Liberalisation and Poverty - The Theoretical Links 

At the aggregate or macro level, trade liberalisation affects poverty via economic growth. 

High economic growth emanating from liberalisation may beneft the poor through increasing 

the demand for labour or expanding employment opportunities. Increased real income can 

potentially enhance the capacity of the government to allocate more resources in poverty 

alleviation programmes thereby directly benefiting the poor. In order to investigate the 

relationship between income of the poor and overall income (GDP) using a cross-country 

data set for 80 countries, Dollar and Kraay (2000) fend that as overall income increases, on 

average, incomes of the poor increase by exactly the same amount. t This finding undermines 

the concems that economic growth `by passes' the poor by worsening the income 

distribution.` 

t Other studies that have also found favourable effects of growth on poverty include Bruno et al. (1996), 
Ravallion and Chen (1996), and Roemer and Gugerty (1997). 

According to Dart and Ravallion (2002), higher aggregate economic growth is, however, only one element of an effective 
strategy for poverty reducuon. Focusing on the growth and poverty reduction across Indian states the authors obscr.c that 
the sectoral and -,eographic composition of is also important, as is the need to redress e\isting inequalities in human 
resourcc de,, elopmcnt and bct'. ccn rural and urban arcas. 

121 



On the other hand, the theoretical links connecting trade policy and poverty and inequality at 

the household level are multifarious. Winters (2000) provides a comprehensive analytical 

framework covering all these aspects to explore the static effects of trade and trade 

liberalisation on poverty. In the theoretical construct, the effects of trade policy are Iinked to 

the households via a set of important institutions comprising of enterprises, distribution 

channels and the government, as shown in Figure 5.1. 

Figure 5.1: The Analytical Link Between Trade Policy and Poverty 

Enterprise D I>tril)l1tio n 

fncli icluak and 

Source: Adapted from Winters (2000). 
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According to Winters, the first impact of trade liberalisation is on the prices of the liberalized 

goods. If price changes are translated into changes in the prices actually faced by the poor 

households, then the direct impact on poverty depends on whether poor households are net 

consumers or net producers of the product whose price has changed - a price increase 

benefits net producers and hurts net consumera. 

Trade liberalisation also affects the households through its impact on profits of enterprises 

and hence on employment and wages. If wages are flexible and there is full employment, any 

price shocks caused by trade liberalisation will be reflected in wage changes, with no change 

in employment. Alternatively, trade liberalisation will cause changes in employment. In 

reality, how these two mechanisms affect poverty depends not only on how employment 

changes, but also on the types of labour that poor households supply and on the level of 

various wage rates relative to the poverty line. 

1 22 



The third important link in Winters' framework is through the changes in government 

revenue and expenditure as a direct consequence of liberalisation. When trade taxation is an 

important source of revenue, reduced public resources as a result of trade policy reform is 

more likely to affect the households dependent on provisioning of the public services. 

While trade liberalisation might involve changes in income distribution across households, it 

is important to recognize the dynamics of intra-household distribution. It is widely viewed 

that the costs of poverty fall disproportionately on women, children and the elderly. Thus, 

although it may be useful to analyse the impact of trade liberalisation on households, it is also 

important te, consider the distribution of welfare within the household.3 

5.3. Constraints on Empirical Analysis 

Empirical analysis to test a specific theory about how trade liberalisation and poverty might 

be linked in the context of Bangladesh is constrained by data availability. Information on 

various measures of poverty incidence exists only for a few discrete points in Lime, with 

which any meaningful econometric exercise cannot be undertaken.4 

An alternative is to follow the modelling approach by constructing a theoretical model of the 

linkages between trade liberalisation and poverty and use this to predict what is likely to 

happen to poverty if certain trade reforms are implemented. An important component of this 

exercise is to base the model on empirical reality by deriving the parameters of the model 

from empirical analysis of real data. One attractive feature of modeling method is that it can 

be implemented without the time series data and its most important strength lies in the fact 

that it provides with an explicit view of the links between poverty and trade reform, so that 

the significance of several différent links can be appraised and différent forms of reform and 

complementary policy explicitly explored.5 Besides, once the model is built, it can be 

3 Intra-household distribution is usually ignored in the existing poverty estimating/monitoring surveys as they 
implicitly assume away any bias in the distribution of household income or expenditure among its members. 
Therefore, if per capita household consumption expenditure (or income), adjusted for adult-equivalence, is 
found to exceed a predetermined per capita poverty line consumption expenditure/income, all members of the 
household are thought to have escaped from poverty. 

That is, continuous Lime series data are not available for estimating an econometric model. 
See vicCulloch t( (il. ï'_001) for a very useful non-technical review of strengths and weaknesses associated 

o ith v arious data based approaches to evaluating the impact of trade policy reforms. 
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implemented by making alternative assumptions about the economic relationships and 

alternative set of parameter values in order to test the robustness of the results. 

One important problem with the modeling approach, however, is that it predicts the effects of 

liberalisation rather than explain what has happened in the past. Therefore, although useful in 

predicting the outcomes of alternative policy options, modeling approach is not suitable for 

ex-post analysis with the historical data. Construction of a suitable model is a time 

consuming task and falls beyond the scope of the present study. 

5.4. Poverty and Inequality in the Pre- and Post-Liberalisation Periods6 

Given the data constraints as discussed above, we shall consider the basic trends in poverty 

estimates for Bangladesh in the pre- and post-liberalisation period. It goes without saying that 

the following analysis can neither explain the trends nor can it provide the statistical 

significance of the association between various poverty measures and trade regimes. 

Table 5.1: Incidence of Poverty 
Year Head Count Ratio (per cent 

Rural Urban Total 
1983-84 59.6 50.2 58.5 
1988-89 59.2 43.9 57.1 
1991-92 61.2 44.9 58.8 
1995-96 56.7 35.0 53.1 

1997 46.8 43.4 46.0 
1999 44.9 43.3 44.7 
2000 53.0 36.6 49.8 

Note: The figures for 1983-84, 1988-89, 1991-92, 1995-96, and 2000 are based on the Household Expenditure 
Survey (HES) while those for 1997 and 1999 are taken from Poverty Monitoring Survey (PMS). 
Source: Mujeri (2002). 

As measured by the head count index, the post-liberalisation period has witnessed a 

significant decline in poverty incidence. In the pre-liberalisation period (from 1983-84 to 

1991-91), the proportion of the people living below the poverty line slightly increased due to 

rising rural poverty despite decline in urban poverty at a rate 1.4 percentage points per year. 

In contrast, between 1991-92 and 1999, the head count index fell by 14.1 percentage points, 

i.e., at a rate of 1.8 percentage points per year. The first half of the 1990s actually 

experienced a relatively rapid decline in poverty incidence at an annual rate of 2.5 percentage 

points - with rural and urban annual declining rates of 1.9 and 6 percentage points 

respectively. What is, however, striking is to observe that moving from 1999 PMS to 2000 

This section draws on lujeri (2002). 
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HES increases poverty incidence substantially, which poses serious doubts about the 

comparability of the data. 

In fact, it must be noted here that the data on various years are not strictly comparable due to 

différences in survey techniques and poverty estimates. The poor in the HES are estimated 

using the cost of basic needs (CBN) method and are taken as those living below the poverty 

line which corresponds to an intake of 2,122 kcal per person per day and a non-food 

allowance. The poverty line in the PMS uses the food energy intake (FEI) method and refers 

to calorie intake of 2,122 kcal per person per day in rural areas and 2,112 kcal per person per 

day in urban areas. 

Therefore, any meaningful comparison between the pre- and post liberalisation periods can 

only be donc with the help of HES 1991/92 and HES 2000 estimates, which reveal that 

between these two periods national poverty declined by 9 percentage points with both the 

urban and rural incidence of poverty falling at a saure rate. It is, however, worth noting that 

compared to 1995-96, urban poverty actually increased in 2000 by 1.6 percentage points.? In 

terms of other measures of poverty incidence such as the poverty gap and the squared poverty 

gap, positive changes in both rural and areas are noticed (Table 5.2). 

Table 5.2: Other Measures of Poverty Incidence 
HES 1991-92 HES 2000 

Poverty Gap 
National 17.2 12.9 

Urban 12.0 9.5 

Rural 18.1 13.8 

Squared Poverty Gap 
National 6.8 4.6 

Urban 4.4 3.4 
Rural 7.2 4.9 

Gini Index of Inequality 
National 0.259 0.306 
Urban 0.307 0.368 
Rural 0.243 0.271 
Source: A national strategy for economic growth, poverty reduction and social development, Economic 
Relations Division, Ministry of Finance, Government of Bangladesh, December, 2002. 

Nothwithstanding the problem of comparability, poverty in rural areas is found to be higher 

among those who possess little or no land, who have no education and marketable skills, and 

who depend on wage labour for their livelihood. Agriculture labour households and tenants 

7 Since both the 1995-96 and 2000 poverty estimates are based on the same HES methodology, they can be 
comparable. 
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have a high incidence of poverty as do non-agricultural causal workers and self-employed 

workers with little capital. According to BBS (2000), about 78 per cent of the households 

who report agriculture wage labour as their principal occupation live in poverty. In urban 

areas, households headed by causal and manual labourers and employees in the informai 

sector with little assets. 

It has been estimated that during 1984-99, the absolute number of the poor in the country 

increased to 58 million from 56 million (Mujeri 2002).8 This increment is about 6 per cent of 

the total population increase (which is about 34 million) during the saure period. Figure 5.2 

shows while, in the pre-liberalisation period, the number of absolute poor increased; in the 

post-liberalisation period, the number actually declined from 65.6 percent to 57.8 per cent. 

What is, however, striking about the development of the 1990s is a rapid rise in the number 

of the urban poor. In 1991-92, the urban poor numbered 7.2 million, which had risen to 15.4 

million in 1999. 

Figure 5.2: No. of Poor (in millions) 
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Source: Mujeri (2002). 
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Although even by comparable surveys (HES 1991-92 and HES 2000), the incidence of 

poverty declined in the 1990s, inequality increased considerably between 1992 and 2000. The 
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Gini index of inequality, as presented in Table 5.2, in urban areas increased from 0.259 in 

1991/92 to 0.306 per cent in 2000. Similarly, inequality in the rural areas rose to 0.27 from 

0.24 over the same period. Therefore, urban inequality increased more than rural inequality 

and the disparity between rural and urban areas widened. 

Between the mid-1980s and the end of 1990s, the average per capita income in the country 

increased by 41 per cent. However, the per capita income of the poorest 20 per cent of the 

households increased by only 24 per cent while that of the richest 20 per cent by nearly 60 

per cent. The percentage increase during the post-liberalisation period, however, is much 

higher for the 20 per cent richest households - 49 per cent compared to 21 per cent for the 

poorest 20 per cent households. Similar increases during the pre-liberalisation period of 

1985-86 to 1991-92 were 7 per cent for the richest 20 per cent households compared to less 

than 3 per cent for the poorest 20 per cent households. Figure 5.3 shows that the ratio of the 

per capita income of the poorest 20 per cent households to richest 20 per cent declined from 

15 per cent to 12 per cent during the post-liberalisation period. 

Figure 5.3: Ratio of Per Capita Income of Poorest 20 Percent to Richest 20 Percent 
Households 
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However. this estimate might be subject to methodological problem as discussed above. 



5.5. Concluding Observations 

From the above discussions it becomes clear that comparable and consistent data for rigorous 

empirical work are not available. The information on the iinks between trade liberalisation 

and poverty and welfare indicators at the household level are also not readily available. 

However, based on two comparable HES surveys of 1991-92 and 2000 that correspond 

respectively to the pre- and post liberalisation periods, it appears that the latter period is 

associated with lower level poverty incidence. However, the same survey shows that 

inequality has increased in the post-liberalisation period. 
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Chapter 6 

Conclusions 

During the past two decades or so, Bangladesh has implemented many important 

liberalisation measures to make its economy more outward-oriented. These reform measures 

led to a significant decline in quantitative restrictions, opening up of trade in many restricted 

items, rationalisation and diminution of import tariffs, and the liberalisation of the foreign 

exchange regime. How trade liberalization has influenced economic growth in Bangladesh 

remains, however, a subject matter of great interest to the researchers, academics and the 

policy makers. However, most studies undertaken to investigate the matter have been 

descriptive in nature, which cannot test specific theories or propositions concerning the 

relationship between liberalisation and growth. In this study, an empirical approach has been 

followed to analyse three important and closely related issues of liberalisation and growth, 

export-growth nexus and liberalisation, and exchange rate changes and growth. The recently 

revised BBS estimates of the national income (GDP) data have been used to investigate the 

relationships. 

The first empirical exercise examined a general relationship between liberalisation and 

growth by augmenting the theoretical constructs of neo-classical and endogenous growth 

models to incorporate some measure of trade liberalisation. Based on the information 

available at hand, three différent measures of trade liberalisation, viz. trade-GDP ratio, the 

ratio of imports of consumers' goods to GDP, and the implicit nominal tariff rate were 

constructed. The estimation results fail to reveal any significant positive effect of any of the 

liberalisation indicators on growth either in the long-run or in the short-run. This is despite 

the fact that the trend growth rate associated with the post-liberalisation period (4.8 per cent) 

is significantly higher than that of the pre-liberalisation regime (3.6 per cent). It could be 

possible that the constructed liberalisation measures did not truly reflect liberalisation in 

Bangladesh. Nonetheless, the insignificance of such type of simple measure as the openness 

ratio (i.e., trade-GDP ratio) that has been shown to have significantly contributed to the 

growth of output in numerous studies may undermine the growth-promoting role of 

liberalisation in Bangladesh. 
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There is also no evidence of any significant influence of liberalisation on the total factor 

productivity growth. However, one remarkable feature of the results is the finding of 

increasing returns to scale in the production of aggregate output, which tends to suggest the 

relevance of adopting an endogenous growth model for Bangladesh. A significantly higher 

trend growth in the post-liberalisation period, in such a case, might have been the result of the 

interaction between the inherent production function for the economy exhibiting increasing 

retums to scale in production and accumulation of factors of production at a faster rate. 

The second issue that has been explored in the study is the link between exports and growth. 

Taking into consideration of a robust export performance of the 1990s, Bangladesh is usually 

considered to have benefited substantially from trade reform measures. However, if the 

export-led growth hypothesis were to be true for Bangladesh, the growth in the export sector 

should have driven overail economic growth. Therefore, how exports and growth are related, 

and how liberalisation affects the export-growth nexus constitute two important issues of 

empirical investigation. 

Quite surprisingly, the results do not reveal any significant positive effect of exports on 

output. This is true irrespective of whether a simple bi-variate relationship between exports 

and output is estimated or a multivariate framework controlling for other factors is used. 

Even more strikingly, a significant inverse long-run relationship between export and non- 

export GDP emerges. 

When the impact of liberalisation on the export-growth relationship is examined, it is found 

that if anything the effect of exports on output has been weakened further in the post- 

liberalization period. Finally, no evidence of causality running from export to output can be 

found to validate the export-led growth hypothesis for Bangladesh. 

These apparently surprising results might be attributable to low value added content of 

Bangladesh's main export product, RMG, which overwhelmingly dominate the growth of 

exports. Although the export-GDP ratio in the last decade has increased from 6 to 14 per cent, 

consideration of the fact that a significant proportion of RMG exports is actually spent on 

imported raw materials and input reduces the ratio of export value added to GDP to only 7 

per cent in 2000, which is about 3 percentage points higher than the corresponding figure in 

the mid-1980s. Since it is the value added that contributes to GDP, once the net contribution 
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to domestic economy is considered, the spectacular performance of the 1990s is 

overshadowed by the export industry's continued excessive dependence on imported raw 

materials and intermediate inputs. When the domestic valued added content of exports is so 

low, the finding of no significant effect of exports on output may not be surprising. 

How the changes in the exchange rate affect output has been the last issue of investigation. 

An empirical estimation of a theoretical specification - postulating a long-run relationship 

between real GDP and a vector of variables including terms of trade, government 

expenditure, domestic credit and real exchange rate - appears to support the contractionary 

effect of downward adjustments of the exchange rate. It is argued that, due to the dominance 

of low value added items of ready-made garments in the country's export basket, 

devaluations may not have provided much scope for enhancing the external competitiveness 

as the depreciation of the home currency in a small open economy raises the prices of 

imported goods and inputs by the full extent of changes in the nominal exchange rate. 

Amongst the high value added exports, the problem with jute and jute goods is the stiff 

competition that they face from cheap synthetic products and it is doubtful whether 

devaluation alone can protect its competitiveness in the long-run. In the case of all other 

exports, the main problem is supply capacity and providing only price incentives through 

devaluation is not sufficient for achieving an expanded capacity. 

A significant proportion of imports into Bangladesh is also essential for the production of the 

country's non-export and non-traded sectors. By niaking these imports costlier, devaluation 

might result in reduced profits and availability of funds to be reinvested in these sectors 

thereby adversely affecting output and economic growth. Moreover, if imports are price 

inelastic, devaluation induces reduced spending on home goods by the consumers to offset 

the price rise of imported items. This results in contractionary effect on the import-competing 

and non-traded sectors. 

Due to non-availability of data, no attempt is made in the study to analyse the effect of 

liberalisation on poverty. However, simple analysis of trends in a descriptive manner shows 

that the post liberalisation period is associated with lower head count ratio but higher 

inequality. The link between trade liberalisation and poverty and inequality is a complicated 

one and theoretical constructs are being developed only recently. Therefore, it is important to 

carry out further research on the issue. 
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